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Preface

In these five lectures, I cover selected items from the following topics:

1. Reduction theory for mechanical systems with symmetry,

2. Stability, bifurcation and underwater vehicle dynamics,

3. Systems with rolling constraints and locomotion,

4. Optimal control and stabilization of balance systems,

5. Variational integrators.

Each topic itself could be expanded into several lectures, but I limited myself to what I
could reasonably explain in the allotted time. The hope is that the overview is informative
enough so that the reader can understand the fundamental ideas and can intelligently choose
from the literature for additional details on topics of interest.

Compatible with the theme of the PCI graduate school, I assume that the readers are
familiar with the elements of geometric mechanics, including the basics of symplectic and
Poisson geometry. The reader can find the needed background in, for example, Marsden
and Ratiu [1998].

Acknowledgments. These lectures present a survey of some of the topics done in col-
laboration with many coauthors over the last few years. Specific reference is made directly
in the text, but I am very grateful for their rewarding collaboration.

The organizers, staff and participants at the Park City Institute are to be congratulated
for producing a stimulating and productive event. I would also like to thank the University
of California, Berkeley, the California Institute of Technology and the National Science
Foundation for helping support my research over the years.

Pasadena, CA Jerrold E. Marsden
January, 1998
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Lecture 1

Reduction for Mechanical
Systems with Symmetry

In this first lecture, I will discuss a selection of topics from the basic principles of reduction
theory for mechanical systems with symmetry. This is a rather large subject and many
interesting aspects have to be eliminated or treated only briefly.

Reduction is of two sorts, Lagrangian and Hamiltonian. In each case one has a group
of symmetries and one attempts to pass the structure at hand to an appropriate quotient
space.

With Lagrangian reduction, the crucial object one wishes to reduce is Hamilton’s vari-
ation principle for the Euler-Lagrange equations. On the other hand, with Hamiltonian
reduction, the crucial objects to reduce are symplectic and Poisson structures . We begin by
recalling Hamilton’s principle.

The Euler-Lagrange equations and Hamilton’s principle. We learn in mechanics
that for a Lagrangian L defined on the tangent bundle TQ of a configuration manifold Q
that the Euler-Lagrange equations for a curve q(t) ∈ Q; namely,

d

dt

∂L

∂q̇i
− ∂L

∂qi
= 0

(in a coordinate chart on Q), may be regarded as a map (independent of coordinates) from
the second order subbundle of TTQ to T ∗Q. This is perhaps easiest to see through the
equivalence of the Euler-Lagrange equations to Hamilton’s principle:

δS = δ

∫
L(q(t), q̇(t))dt = 0.

Here, S is the action function, the integral of the Lagrangian along the time derivative of
a curve in Q with fixed endpoints, regarded as a function of that curve. Hamilton’s principle
states that this function S on the space of curves has a critical point at a curve if and only
if that curve satisfies the Euler-Lagrange equations.

Euler-Poincaré reduction. Let us begin with the important, but special cases of Euler-
Poincaré reduction and Lie-Poisson reduction. Following this we will comment on general-
izations. Let G be a Lie group (finite dimensional for simplicity) and let G act on itself by
left translation and hence, by tangent lift, on its tangent bundle TG. Let L : TG → R be
a G-invariant Lagrangian. Being invariant, L is completely determined by its restriction to
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Lecture 1 Reduction Theory 2

the tangent space at the identity e. Identifying TeG, the tangent space to G at e with the
Lie algebra g of G, we let l : g→ R be defined by l = L|TeG. Alternatively, we may identify
the quotient space TG/G with g and l is the map induced by L on the quotient space.

The velocity of the system is given by ġ(t), thought of as a tangent vector to G at g(t).
The body velocity is defined by ξ(t) = g(t)−1ġ(t), the left translation of ġ to the identity.

Theorem 1.1 (Euler-Poincaré reduction-part 1.) A curve g(t) in G satisfies the Euler-
Lagrange equations for L iff ξ(t) satisfies the Euler-Poincaré equations for l:

d

dt

∂l

∂ξ
= ad∗ξ

∂l

∂ξ
.

Let me explain the notation: ∂l/∂ξ means the differential of l, so it is an element of g∗

(and it is understood that ∂l/∂ξ is evaluated at the point ξ(t)). The ad map is defined by
Lie algebra bracketing:

adξ : g→ g; η 7→ [ξ, η]

and ad∗ξ : g∗ → g∗ means its dual map.
There are many ways to prove this theorem, but the technique of reduction of variational

principles is very efficient as well as carrying an important message. It proceeds by asking
if we can write Hamilton’s principle entirely in terms of l and ξ. By left invariance,

L(g, ġ) = l(ξ),

so this much is easy. Variations are a little trickier but to help matters, we shall assume G
is a matrix group. Take variations of the reconstruction equation (so called because it
allows one to determine g from ξ):

ξ = g−1ġ

to give

δξ = −g−1δgg−1ġ + g−1(δg) ˙ .

As in the calculus of variations, a variation such as δξ or δg is nothing more than the
derivative of a parameterized family of curves with fixed endpoints, with respect to this
parameter. Let

ζ = g−1δg

i.e., ζ is the variation of g left translated to the identity. We refer to ζ as the body
representation of the variation.

Since the time derivative of g−1 is −g−1ġg−1, we get

ζ̇ = −g−1ġg−1δg + g−1(δg) ˙ ,

so that

δξ = −ζξ + ξζ + ζ̇ = ζ̇ + [ξ, ζ].

Thus, variations of ξ induced by variations of g must have this form for some curve ζ ∈ g

vanishing at the endpoints. This calculation shows that



Lecture 1 Reduction Theory 3

Theorem 1.2 (Euler-Poincaré reduction-part 2.) Hamilton’s principle for L on G is
equivalent to the reduced variational principle:

δSred = δ

∫
l(ξ(t))dt = 0

for variations of the form

δξ = ζ̇ + [ξ, ζ]

for some curve ζ in g vanishing at the endpoints.

Here, Sred is the reduced action, the integral of the reduced Lagrangian l along curves in
g. Now it is easy to work out the corresponding equations as one does in the calculus of
variations and this yields a proof of part 1 of the Euler-Poincaré reduction.

History and literature. Looking back with modern notation, it is fair to say that La-
grange [1788] realized the importance of relating the dynamics on TG to the dynamics on
g and devoted much of Volume II of Mécanique Analytique to it for the case of the rotation
group SO(3). The Euler-Poincaré equations for general Lie algebras were first written down
by Poincaré [1901b] who realized that they were fundamental equations in fluid and solid
mechanics, as is apparent from Poincaré [1910]. However, it seems that Poincaré did not
take a variational point of view. Arnold [1966a] developed the geometry and mechanics of
the Euler-Poincaré equations, including stability theory. In fluid mechanics, the constraints
on the variations appearing in reduced variational principles go under the name “Lin con-
straints” and this subject has a large and complex literature. The general theorem presented
here is due to Marsden and Scheurle [1993b] and, for general Lie groups, to Bloch, Krish-
naprasad, Marsden and Ratiu [1996]. The Euler-Poincaré equations in a general context
including advected parameters are developed in Holm, Marsden and Ratiu [1998a], linked
to semidirect product reduction theory and applied to continuum mechanics.

Example 1. The first example is the rigid body, free to spin about its center of mass. Here
we take G = SO(3) so that g ∼= R3 with Lie algebra bracket given by the cross product. The
Lagrangian L is the total kinetic energy. The reduced Lagrangian l : R3 → R is a quadratic
function of ξ, which in this case is called the body angular velocity and is written Ω.
Thus,

l(Ω) =
1
2
〈Ω, IΩ〉

for a symmetric positive definite matrix I, the moment of inertia tensor . The Euler-
Poincaré equations (or the rigid body equations) are readily seen to be

IΩ̇ = (IΩ)× Ω.

The reader may, as an exercise, check directly that these equations come from the reduced
variational principle. Since l is quadratic, L is the kinetic energy of a Riemannian metric
on SO(3), so the Euler-Lagrange equations on SO(3) are the geodesic equations.

Example 2. For the motion of an ideal fluid, we choose G = Diffvol(B), the group of
volume preserving diffeomorphisms of a given domain B, a Riemannian manifold in which
the fluid moves. The Lagrangian L is the total fluid kinetic energy. However, this time L is
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right invariant and the reduced Lagrangian is defined on the Lie algebra g, the divergence
free vector fields on B, by

l(u) =
1
2

∫
‖u‖2dµ,

where ‖ · ‖2 denotes the Riemannian norm on B and dµ is the associated volume form. Note
again l is quadratic, so we get geodesics. The Euler-Poincaré equations are the ideal fluid
equations

∂u

∂t
+∇uu = −∇p

where the pressure p is determined implicitly by the constraint divu = 0. Again the reader
should work out the reduced variational principle and verify that these equations are of
Euler-Poincaré form. Relevant references are Arnold [1966a], Ebin and Marsden [1970],
Marsden and Ratiu [1998].

Example 3. The dynamics of a rigid body in a fluid are often modeled by the classical
Kirchhoff equations in which the fluid is assumed to be potential flow, responding to the
motion of the body. (For underwater vehicle dynamics we will need to include buoyancy
effects.)1 Here we choose G = SE(3), the group of Euclidean motions of R3 and the La-
grangian is the total energy of the body-fluid system. Recall that the Lie algebra of SO(3)
is se(3) = R3 × R3 with the bracket

[(Ω, u), (Σ, v)] = (Ω× Σ,Ω× v − Σ× u).

The reduced Lagrangian is again quadratic, so has the form

l(Ω, v) =
1
2

ΩTJΩ + ΩTDv +
1
2
vTMv.

The Euler-Poincaré equations are computed to be

Π̇ = Π× Ω + P × v
Ṗ = P × Ω

}
where Π = ∂l/∂Ω = JΩ +Dv the “angular momentum” and P = ∂l/∂v = Mv +DTΩ, the
“linear momentum”.

Again, we suggest that the reader work out the reduced variational principle. Relevant
references are Lamb [1932], Leonard [1996], Leonard and Marsden [1997], and Holmes,
Jenkins and Leonard [1997].

Example 4. Following Ovsienko and Khesin [1987], we will now indicate how the KdV
equations may be recast as Euler-Poincaré equations. The KdV equation is the following
equation for a scalar function u(x, t) of the real variables x and t:

ut + 6uux + uxxx = 0.

We let g be the Lie algebra of vector fields u on the circle (of length 1) with the standard
bracket

[u, v] = u′v − v′u.
1This model may be viewed inside the larger model of an elastic-fluid interacting system with the con-

straint of rigidity imposed on the elastic body and with the reduced space for the fluid variables (potential
flow is simply reduction at zero for fluids).
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Let the Gelfand-Fuchs cocycle be defined by2

Σ(u, v) = γ

∫ 1

0

u′(x)v′′(x)dx,

where γ is a constant. Let the Virasoro Lie algebra be defined by g̃ = g × R with the
Lie bracket

[(u, a), (v, b)] = ([u, v], γΣ(u, v)).

This is verified to be a Lie algebra; the corresponding group is called the Bott-Virasoro
group. Let

l(u, a) =
1
2
a2 +

∫ 1

0

u2(x)dx.

Then one checks that the Euler-Poincaré equations are

da

dt
= 0

du

dt
= −γau′′′ − 3u′u

so that for appropriate a and γ and rescaling, we get the KdV equation. Thus, the KdV
equations may be regarded as geodesics on the Bott-Virasoro group.

Likewise, the Camassa-Holm equation can be recast as geodesics using theH1 rather than
the L2 metric (see Misiolek [1997] and Holm, Kouranbaeva, Marsden, Ratiu and Shkoller
[1998]).

Lie-Poisson Systems. The Euler-Poincaré equations occur on g, while the Lie-Poisson
equations occur on g∗. To understand how one arrives at g∗ we recall a few facts about
reduction.

If P is a Poisson manifold and G acts on it freely and properly, then P/G is also Poisson
in a natural way: identify functions on P/G with G-invariant functions on P and use this
to induce a bracket on functions on P/G. In the case P = T ∗G and G acts on the left
by cotangent lift, then T ∗G/G ∼= g∗ inherits a Poisson structure given explicitly by the
following theorem.

Theorem 1.3 (Lie-Poisson reduction.) The Poisson structure inherited on g∗ is given
by

{f, g}−(µ) = −
〈
µ,

[
δf

δµ
,
δg

δµ

]〉
,

the Lie-Poisson bracket. For the right action, use +.
If H is G-invariant on T ∗G and XH is its Hamiltonian vector field determined by Ḟ =

{F,H}, then XH projects to the Hamiltonian vector field Xh determined by ḟ = {f, h}−
where h = H|T ∗eG = H|g∗. We call ḟ = {f, h}− the Lie-Poisson equations.

If l is regular; i.e., ξ 7→ µ = ∂l/∂ξ is invertible, then the Legendre transformation taking
ξ to µ and l to

h(µ) = 〈ξ, µ〉 − l(ξ)
2An interesting interpretation of the Gelfand-Fuchs cocycle as the curvature of a mechanical connection

is given in Marsden, Misiolek, Perlmutter and Ratiu [1998a,b].
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maps the Euler-Poincaré equations to the Lie-Poisson equations and vice-versa.3

Lie-Poisson systems have a remarkable property; they leave the coadjoint orbits in g∗

invariant. In fact the coadjoint orbits are the symplectic leaves of g∗. For each of examples
1 and 3, the reader may check directly that the equations are Lie-Poisson and that the coad-
joint orbits are preserved. For example 2, the preservation of coadjoint orbits is essentially
Kelvin’s circulation theorem. See Marsden and Weinstein [1983] for details. For example 1,
the coadjoint orbits are the familiar momentum spheres, shown in figure 1.1.

Π3

Π2

Π1

Figure 1.1: The rigid body momentum sphere.

History and literature. Lie-Poisson brackets were known to Lie around 1890, but ap-
parently this aspect of the theory was not picked up by Poincaré. The coadjoint orbit
symplectic structure was discovered by Kirillov, Kostant and Souriau in the 1960’s. They
were shown to be symplectic reduced spaces by Marsden and Weinstein [1974]. It is not
clear who first observed explicitly that g∗ inherits the Lie-Poisson structure by reduction as
in the preceding Lie-Poisson reduction theorem. It is implicit in many works such as Lie
[1890], Kirillov [1962], Guillemin and Sternberg [1980] and Marsden and Weinstein [1982,
1983], but is explicit in Holmes and Marsden [1983] and Marsden, Weinstein, Ratiu, Schmid
and Spencer [1983].

Symplectic and Poisson reduction. The ways in which reduction has been generalized
and applied has been nothing short of phenomenal. Let me sketch just a few of the highlights
(eliminating many important references).

First of all, in an effort to synthesize coadjoint orbit reduction (suggested by work of
Arnold, Kirillov, Kostant and Souriau) with techniques for the reduction of cotangent bun-
dles by Abelian groups of Smale [1970], Marsden and Weinstein [1974] developed symplectic
reduction; related results, but with a different motivation and construction were found by

3A cautionary note. The heavy top is an example of a Lie-Poisson system on se(3)∗. However, its
inverse Legendre transformation (using the standard h) is degenerate! This is an indication that something
is missing on the Lagrangian side and this is indeed the case. The resolution is found in Holm, Marsden
and Ratiu [1998a].
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Meyer [1973]. The construction is now well known: let (P,Ω) be a symplectic manifold and
J : P → g∗ be an equivariant momentum map; then avoiding singularities, J−1(µ)/Gµ = Pµ
is a symplectic manifold in a natural way. For example, for P = T ∗G, one gets coadjoint
orbits.

Kazhdan, Kostant and Sternberg [1978] showed how Pµ can be realized in terms of orbit
reduction Pµ ∼= J−1(O)/G and from this it follows that Pµ are the symplectic leaves in P/G.
This paper was also one of the first to notice deep links between reduction and integrable
systems, a subject continued by, for example, Bobenko, Reyman and Semenov-Tian-Shansky
[1989].

The way in which the Poisson structure on Pµ is related to that on P/G was clarified in
a generalization of Poisson reduction due to Marsden and Ratiu [1986], a technique that has
also proven useful in integrable systems (see, for example, Pedroni [1995] and Vanhaecke
[1996]).

The mechanical connection. A basic construction implicit in Smale [1970], Abraham
and Marsden [1978] and explicit in Kummer [1981] is the notion of the mechanical connec-
tion. The geometry of this situation was used to great effect in Guichardet [1984] and Iwai
[1987, 1990].

Assume Q is Riemannian (the metric often being the kinetic energy metric) and that
G acts on Q freely by isometries, so π : Q → Q/G is a principal bundle. If we declare
the horizontal spaces to be metric orthogonal to the group orbits, this uniquely defines a
connection called the mechanical connection . There are explicit formulas for it in terms
of the locked inertia tensor; see for instance, Marsden [1992] for details. The space Q/G is
called shape space and plays a critical role in the theory.4

Tangent and cotangent bundle reduction. The simplest case of cotangent bundle
reduction is reduction at zero in which case one has (T ∗Q)µ=0 = T ∗(Q/G), the latter with
the canonical symplectic form. Another basic case is when G is abelian. Here, (T ∗Q)µ ∼=
T ∗(Q/G) but the latter has a symplectic structure modified by magnetic terms; that is, by
the curvature of the mechanical connection.

The Abelian version of cotangent bundle reduction was developed by Smale [1970] and
Satzer [1975] and was generalized to the nonabelian case in Abraham and Marsden [1978].
It was Kummer [1981] who introduced the interpretations of these results in terms of the
mechanical connection.

The Lagrangian analogue of cotangent bundle reduction is called Routh reduction and
was developed by Marsden and Scheurle [1993a,b]. Routh, around 1860 investigated what
we would call today the Abelian version.

The “bundle picture” begun by the developments of the cotangent bundle reduction the-
ory was significantly developed by Montgomery, Marsden and Ratiu [1984] and Montgomery
[1986] motivated by work of Weinstein and Sternberg on Wong’s equations (the equations
for a particle moving in a Yang-Mills field).

This bundle picture can be viewed as follows. Choosing a connection, such as the me-
chanical connection, on Q→ Q/G, one gets a natural isomorphism

T ∗Q/G ∼= T ∗(Q/G)⊕ g̃∗

where the sum is a Whitney sum of vector bundles over Q/G (fiberwise a direct sum) and
g̃∗ is the associated vector bundle to the co-adjoint action of G on g∗. The description of
the Poisson structure on this bundle (a synthesis of the canonical bracket, the Lie-Poisson
bracket and curvature) may be found in Cendra, Marsden and Ratiu [1998].

4Shape space and its geometry plays a key role in computer vision. See for example, Le and Kendall
[1993].
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Lagrangian reduction. The Lagrangian analogue of the bundle picture is the dual iso-
morphism

TQ/G ∼= T (Q/G)⊕ g̃

whose geometry is developed in Cendra, Marsden and Ratiu [1998]. In particular, the
equations and variational principles are developed on this space. For Q = G this reduces
to the Euler-Poincaré picture we had previously. For G abelian, it reduces to the Routh
procedure.

If we have an invariant Lagrangian on TQ it induces a Lagrangian l on (TQ)/G and hence
on T (Q/G)⊕g̃. Calling the variables rα, ṙα and Ωα, the resulting reduced Euler-Lagrange
equations (implicitly contained in Cendra, Ibort and Marsden [1987] and explicitly in Mars-
den and Scheurle [1993b]) are

d

dt

∂l

∂ṙα
− ∂l

∂rα
=

∂l

∂Ωα
(−Bααβ ṙβ + ξaαdΩ

d)

d

dt

∂l

∂Ωb
=

∂l

∂Ωa
(−ξaαβ ṙα + CadbΩ

d)

where Baαβ is the curvature of the connection Abα, Cabd are the structure constants of the Lie
algebra g and where ξaαd = CabdAbα.

Using the geometry of the bundle TQ/G = T (Q/G)⊕g̃, one obtains a nice interpretation
of these equations in terms of covariant derivatives. One easily gets the dynamics of particles
in a Yang-Mills field (these are called Wong’s equation) as a special case; see Cendra, Holm,
Marsden and Ratiu [1998] for this example. Wong’s equations will come up again in Lecture
4 on optimal control.

We also mention that methods of Lagrangian reduction have proven very useful in op-
timal control problems. It was used in Koon and Marsden [1997] to extend the falling cat
theorem of Montgomery [1990] to the case of nonholonomic systems.

Cotangent bundle reduction is very interesting for group extensions, such as the Bott-
Virasoro group described earlier, where the Gelfand-Fuchs cocycle may be interpreted as the
curvature of a mechanical connection. This is closely related to work of Marsden, Misiolek,
Perlmutter and Ratiu [1998a,b] on reduction by stages. This work in turn is an outgrowth of
earlier work of Guillemin and Sternberg [1980], Marsden, Ratiu and Weinstein [1984a,b] and
many others on systems such as the heavy top, compressible flow and MHD. It also applies to
underwater vehicle dynamics as shown in Leonard [1996] and Leonard and Marsden [1997].

In semidirect product reduction, one supposes that G acts on a vector space V (and hence
on its dual V ∗). From G and V we form the semidirect product Lie group S = GsV ,
the set G× V with multiplication

(g1, v1) · (g2, v2) = (g1g2, v1 + g1v2).

The Euclidean group SE(3) = SO(3)sR3 , the semidirect product of rotations and trans-
lations is a basic example. Now suppose we have a Hamiltonian on T ∗G that is invariant
under the isotropy Ga0 for a0 ∈ V ∗. The semidirect product reduction theorem states
that reduction of T ∗G by Ga0 gives reduced spaces that are symplectically diffeomorphic to
coadjoint orbits in the dual of the Lie algebra of the semi-direct product: (gsV )∗.

This is a very important construction in applications where one has “advected quantities”
(such as density in compressible flow). Its Lagrangian counterpart, which is not simply the
Euler-Poincaré equations on gsV , is developed in Holm, Marsden and Ratiu [1998a] along
with applications to continuum mechanics. Cendra, Holm, Hoyle and Marsden [1998] have
applied this idea to the Maxwell-Vlasov equations of plasma physics.
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If one reduces the semidirect product group S = GsV in two stages, first by V and
then by G, one recovers the semidirect product reduction theorem mentioned above.

A far reaching generalization of this semidirect product theory is given in Marsden, Mi-
siolek, Perlmutter and Ratiu [1998a,b] in which one has a group M with a normal subgroup
N ⊂M and M acts on a symplectic manifold P . One wants to reduce P in two stages, first
by N and then by M/N . On the Poisson level this is easy: P/M ∼= (P/N)/(M/N) but on
the symplectic level it is quite subtle. Cendra, Marsden and Ratiu [1998] have developed a
Lagrangian counterpart to reduction by stages.

Singular reduction. Singular reduction starts with the observation of Smale [1970] that
z ∈ P is a regular point of J iff z has no continuous isotropy. Motivated by this, Arms,
Marsden and Moncrief [1981] showed that the level sets J−1(0) of an equivariant momentum
map J have quadratic singularities at points with continuous symmetry. While easy for
compact group actions, their main examples were infinite dimensional! The structure of
J−1(0)/G for compact groups was developed in Sjamaar and Lerman [1990], and extended
to J−1(µ)/Gµ by Bates and Lerman [1996] and Ortega and Ratiu [1997a]. Many specific
examples of singular reduction and further references may be found in Bates and Cushman
[1997].

The method of invariants. An important method for the reduction construction is
called the method of invariants. This method seeks to parameterize quotient spaces by
functions that are invariant under the group action. The method has a rich history going
back to Hilbert’s invariant theory and it has much deep mathematics associated with it. It
has been of great use in bifurcation with symmetry (see Golubitsky, Stewart and Schaeffer
[1988] for instance).

In mechanics, the method was developed by Kummer, Cushman, Rod and coworkers
in the 1980’s. We will not attempt to give a literature survey here, other than to refer to
Kummer [1990], Kirk, Marsden and Silber [1996] and the book of Bates and Cushman [1997]
for more details and references. We shall illustrate the method with a famous system, the
three wave interaction, based on Alber, Luther, Marsden and Robbins [1998b].

The three wave interaction. The quadratic resonant three wave equations are
the following ode’s on C 3 :

dq1
dt

= is1γ1q2q̄3

dq2
dt

= is2γ2q1q3

dq3
dt

= is3γ3q̄1q2

Here, q1, q2, q3 ∈ C , i =
√
−1, the overbar means complex conjugate, and γ1, γ2 and γ3 are

nonzero real numbers with γ1 + γ2 + γ3 = 0. The choice (s1, s2, s3) = (1, 1,−1); gives the
decay interaction, while (s1, s2, s3) = (−1, 1, 1) gives the explosive interaction.

Resonant wave interactions describe energy exchange among nonlinear modes in con-
texts involving nonlinear waves (the Benjamin-Feir instability, etc. ) in fluid mechanics,
plasma physics and other areas. There are other versions of the equations in which coupling
associated with phase modulations appears through linear and cubic terms. Much of our
motivation comes from nonlinear optics (optical transmission and switching). The three
wave equations are discussed in, for example, Whitham [1974] and its dynamical systems
aspects are explored in Guckenheimer and Mahalov [1992].
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The methods we develop work rather generally for resonances—the rigid body is well
known to be intimately connected with the 1:1 resonance (see, for example, Cushman and
Rod [1982], Churchill, Kummer and Rod [1983]). The three wave interaction has an interest-
ing Hamiltonian and integrable structure. We shall use a standard Hamiltonian structure
and the technique of invariants to understand it. The decay system is Lie-Poisson for
the Lie algebra su(3) – this is the one of notable interest for phases (the explosive case is
associated with su(2, 1)). This is related to the Lax representation of the equations—the
n-wave interaction is likewise related to su(n). The general picture developed is useful for
many other purposes, such as polarization control (building on work of David, Holm and
Tratnik [1989] and David and Holm [1990]) and perturbations of Hamiltonian normal forms
(see Kirk, Marsden and Silber [1996]).

The canonical Hamiltonian structure. We describe how the three wave system is
Hamiltonian relative to a canonical Poisson bracket. We choose (primarily a matter of
convenience) a γi-weighted canonical bracket on C 3 . This bracket has the real and imaginary
parts of each complex dynamical variable qi as conjugate variables. Correspondingly, we will
use a cubic Hamiltonian. The scaled canonical Poisson bracket on C 3 may be written
in complex notation as

{F,G} = −2i
3∑
k=1

skγk

(
∂F

∂qk
∂G

∂q̄k
− ∂G

∂qk
∂F

∂q̄k

)
.

The corresponding symplectic structure can be written

Ω((z1, z2, z3), (w1, w2, w3)) = −
3∑
k=1

1
skγk

Im(zkw̄k).

The (cubic) Hamiltonian is

H = −1
2

(q̄1q2q̄3 + q1q̄2q3) .

Hamilton’s equations for a Hamiltonian H are

dqk
dt

= {qk,H} ,

and it is straightforward to check that Hamilton’s equations are given in complex notation
by

dqk
dt

= −2iskγk
∂H

∂q̄k
,

One checks that Hamilton’s equations in our case coincide with the three wave equations.

Integrals of motion. Besides H itself, there are additional constants of motion, often
referred to as the Manley-Rowe relations:

K1 =
|q1|2
s1γ1

+
|q2|2
s2γ2

,

K2 =
|q2|2
s2γ2

+
|q3|2
s3γ3

,

K3 =
|q1|2
s1γ1

− |q3|
2

s3γ3
.
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The vector function (K1,K2,K3) is the momentum map for the following symplectic
action of the group T 3 = S1 × S1 × S1 on C 3 :

(q1, q2, q3) 7→ (q1 exp(iγ1), q2 exp(iγ1), q3),
(q1, q2, q3) 7→ (q1, q2 exp(iγ2), q3 exp(iγ2)),
(q1, q2, q3) 7→ (q1 exp(iγ3), q2, q3 exp(−iγ3)).

The Hamiltonian taken with any two of the Kj are checked to be a complete and inde-
pendent set of conserved quantities. Thus, the system is Liouville-Arnold integrable.

The Kj clearly give only two independent invariants since K1 −K2 = K3. Any combi-
nation of two of these actions can be generated by the third reflecting the fact that the Kj

are linearly dependent. Another way of saying this is that the group action by T 3 is really
captured by the action of T 2.

Integrating the equations. To carry out the integration, one can make use of the Hamil-
tonian plus two of the integrals, Kj to reduce the system to quadratures. This is often
carried out using the transformation qj = √ρj exp iφj to obtain expressions for the phases
φj . The resulting expressions are nice, but the alternative point of view using invariants is
also useful.

Poisson reduction. Symplectic reduction of the above Hamiltonian system uses the sym-
metries and associated conserved quantitiesKk. In Poisson reduction, we replace C 3 with
the orbit space C 3/T 2, which then inherits a Poisson structure. To obtain the symplectic
leaves in this reduction, we use the method of invariants. Invariants for the T 2 action
are:

X + iY = q1q̄2q3

Z1 = |q1|2 − |q2|2

Z2 = |q2|2 − |q3|2

These quantities provide coordinates for the four dimensional orbit space C 3/T 2. The
following identity (this is part of the invariant theory game) holds for these invariants and
the conserved quantities:

X2 + Y 2 = β(δ − Z2)(Z2 + s3γ3K2)(s2γ2K2 − Z2)

where the constants β, δ are given by

β =
s1γ1s2γ2s3γ3

(s2γ2 + s3γ3)3
, δ = s2γ2K1 + s3γ3(K1 −K2).

This defines a two dimensional surface in (X,Y, Z2) space, with Z1 determined by the values
of these invariants and the conserved quantities (so it may also be thought of as a surface
in (X,Y, Z1, Z2) as well). A sample of one of these surfaces is plotted in Figure 1.2.

We call these surfaces the three wave surfaces. They are examples of orbifolds. The
evident singularity in the space is typical of orbifolds and comes about from the non-freeness
of the group action.

Any trajectory of the original equations defines a curve on each three wave surface, in
which the Kj are set to constants. These three wave surfaces are the symplectic leaves in
the four dimensional Poisson space with coordinates (X,Y, Z1, Z2).
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Z2

Y

X

Figure 1.2: The reduced phase space for the three-wave equations.

The original equations define a dynamical system in the Poisson reduced space and on
the symplectic leaves as well. The reduced Hamiltonian is

H(X,Y, Z1, Z2) = −X

and indeed, Ẋ = 0 is one of the reduced equations. Thus, the trajectories on the reduced
surfaces are obtained by slicing the surface with the planes X = Constant. The Poisson
structure on C 3 drops to a Poisson structure on (X,Y, Z1, Z2)-space, and the symplectic
structure drops to one on each three wave surface—this is of course an example of the
general procedure of symplectic reduction. Also, from the geometry, it is clear that
interesting homoclinic orbits pass through the singular points—these are cut out by the
plane X = 0.

A control perspective allows one to manipulate the plane H = −X and thereby the
dynamics. This aspect is explored in Alber, Luther, Marsden and Robbins [1998a].



Lecture 2

Stability, Underwater Vehicle
Dynamics and Phases

Some history, background and literature on stability. The energy momentum
method is an extension of the Arnold (or energy-Casimir) method for the study of stability
of relative equilibria for Lie-Poisson systems on duals of Lie algebras, especially those of fluid
dynamical type. The method simultaneously extends and refines the fundamental stability
techniques going back to Routh, Liapunov and in more recent times, to Smale [1970].

There are several motivations for developing these extensions. First of all, the energy-
momentum method can deal with Lie-Poisson systems for which there are not sufficient
Casimir functions available for the Arnold method to be effective, such as 3D ideal flow and
certain problems in elasticity. We recall that in the Arnold method, one seeks a Casimir
function C (plus possibly other conserved quantities) such that H + C has a critical point
at the equilibrium in question and that δ2(H + C) is definite there (or satisfies suitable
convexity assumptions). For 3D Euler flow there is only one known Casimir function, the
helicity, which is not enough to analyze the stability of most equilibria—even at the first
variation step. Abarbanel and Holm [1987] use what we see retrospectively is the energy-
momentum method to show that 3d equilibria for ideal flow are always formally unstable
due to vortex stretching. Other fluid and plasma situations, such as those considered by
Chern and Marsden [1990] for ABC flows, and certain multiple hump situations in plasma
dynamics (see Holm, Marsden, Ratiu and Weinstein [1985] and Morrison [1987] for example)
provided additional motivation for generalizations in the Lie-Poisson setting.

A second motivation is to extend the method to systems that need not be Lie-Poisson
and still make use of the powerful ideas of reduction (even if reduced spaces are not literally
used), as in the original Arnold method. Examples such as rigid bodies with vibrating
antennas (Sreenath, et al [1988], Oh et al [1989], Krishnaprasad and Marsden [1987]) and
coupled rigid bodies (Patrick [1989]) motivated the need for such an extension of the theory.

Finally, it gives sharper stability conclusions in material representation and links with
geometric phases, as we shall discuss.

The idea of the energy-momentum method. The setting of the energy-momentum
method is that of phase space P with a symmetry group G, a G-invariant Hamiltonian H
and an associated conserved momentum J, an equivariant momentum map, J : P → g∗.

A relative equilibrium (also called a steady motion) is a point ze ∈ P whose dy-
namical orbit z(t) is coincident with a one-parameter group orbit: z(t) = exp(tξ)ze for some
ξ ∈ g.

13
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Assumptions. The standard energy-momentum method assumes that the relative equi-
librium ze is a regular point for J and that the image point µe = J(ze) is a generic, i.e.,
nonspecial point. Patrick [1992], extended this result, allowing µe to be nongeneric. A
crucial hypothesis in Patrick’s result is a compactness condition on the isotropy subgroup
Gµe , the subgroup of elements of G that fix µe. The result is that one gets stability modulo
Gµe .

The rough idea for the energy momentum method is to first formulate the problem
directly on the unreduced space. Here, relative equilibria associated with a Lie algebra
element ξ are critical points of the augmented Hamiltonian Hξ := H−〈J, ξ〉. Next, compute
the second variation of Hξ at a relative equilibria ze with momentum value µe subject to
the constraint J = µe and on a space, say Eze , transverse to the action of Gµe (see Figure
2.1).

J–1(µ
e
) = constant momentum surface

ker dJ(z
e
)

z
e

TGµe
 •

 
z

e

Gµe
 •

 
z

e 
= orbit of the equilibrium under

                the symmetry group of the momentum

Eze

Figure 2.1: The geometry of the energy-momentum method.

This, as a general method, was first given in Marsden Simo, Lewis and Posburgh [1989]
and Marsden and Simo [1990]. To extend the method to the singular case one replaces the
above figure by the corresponding symplectic slice (see Arms, Marsden and Moncrief [1981],
Guillemin and Sternberg [1984] and Ortega and Ratiu [1997b]).

Although the augmented Hamiltonian plays the role of H + C in the Arnold method,
notice that Casimir functions are not required to carry out the calculations.

Block diagonalization. The theory for carrying out this procedure was much developed
in Simo, Posbergh and Marsden [1990, 1991] and Simo, Lewis and Marsden [1991] as we
shall briefly explain. An exposition of the method may be found, along with additional
references in Marsden [1992]. To obtain the more detailed structures found in these papers,
we consider the case when P = T ∗Q for a configuration space Q a symmetry group G
acting on Q, with the standard cotangent bundle momentum map J : T ∗Q→ g∗, where g∗

is the Lie algebra of G. Thus, we have the well known formula 〈J(αq), ξ〉 = 〈αq, ξQ(q)〉. Of
course one gets the Lie-Poisson case when Q = G. In this cotangent bundle case and when
H is kinetic minus potential, an amazing thing happens: using splittings that are based
on the mechanical connection, the second variation of Hξ at the relative equilibrium can
always be arranged to be block diagonal, while, simultaneously, the symplectic structure
also has a simple block structure so that the linearized equations are put into a useful
canonical form. Even in the Lie-Poisson setting, this leads to situations in which one gets
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much simpler second variations. This block diagonal structure is what gives the method
its computational power . Roughly speaking, for rotating systems, this method optimally
separates the rotational and vibrational modes. In fact, links between these methods and
problems in molecular dynamics are most interesting (see Littlejohn and Reinch [1996]).

Lagrangian version of the energy-momentum method. The energy momentum
method may also be usefully formulated in the Lagrangian setting and this setting is very
convenient for the calculations in many examples. The general theory for this was done
in Lewis [1992b] and Wang and Krishnaprasad [1992]. This Lagrangian setting is closely
related to the general theory of Lagrangian reduction mentioned in Lecture 1. In this con-
text one reduces variational principles rather than symplectic and Poisson structures and
for the case of reducing the tangent bundle of a Lie group, recall that this leads to the
Euler-Poincaré equations.

Effectiveness in examples. The energy momentum method has proven its effectiveness
in a number of examples. For instance, Lewis and Simo [1990] were able to deal with
the stability problem for pseudo-rigid bodies, which was thought up to that time to be
analytically intractable.

The energy-momentum method can sometimes be used in contexts where the reduced
space is singular or at nongeneric points in the dual of the Lie algebra. This is done at
singular points in Lewis [1992b] and Lewis, Ratiu, Simo and Marsden [1992] who analyze
the heavy top. As we mentioned above, it was extended for compact groups, to allow
nongeneric points µ ∈ g∗ in Patrick [1992, 1995].

The role of phases. One of the key things in the energy-momentum method is to keep
track of which group drifts are possible. We discuss some basic examples of phases below.
This is very important for the reconstruction process and for understanding the Hannay-
Berry phase in the context of reduction (see Marsden, Montgomery and Ratiu [1990] and
references therein). Noncompact groups come up in a number of examples, such as the
dynamics of rigid bodies in fluids (underwater vehicles), which we discuss below.

Geometric phases or holonomy is also a useful concept in many locomotion prob-
lems as we will explain later. The mathematical foundations for phases in holonomic systems
uses the theory of reduction, both Hamiltonian and Lagrangian; while for nonholonomic sys-
tems this foundation has been laid by Bloch, Krishnaprasad, Marsden, and Murray [1996],
Ostrowski [1996] and many others. For the study of controllability and gaits, this setting of
Lagrangian reduction has been very useful. An overview may be found in Lecture 3 and in
Marsden and Ostrowski [1998].

In the underwater vehicle problem, the phase drifts one gets are interesting and impor-
tant. They can be understood using the general machinery of reduction by stages. We
return to this topic later in this lecture.

A related problem is the orbit transfer problem in which one tries to find a control
to make a transition from one relative equilibrium to another using the natural dynamics
as much as possible—for example, homoclinic connections provide dynamical channels.
This is how some very interesting trajectories are generated for spacecraft mission planning.

Usefulness for pde. Arnold [1966c] was the first to prove a nonlinear stability theorem
(the nonlinear Rayleigh inflection point criterion) for the two dimensional Euler equations
of an ideal fluid, so these techniques are clearly effective. For an exposition of this and many
related references, see Arnold and Khesin [1997]. Many other pde problems have been done
as well, cf. Holm, Marsden, Ratiu and Weinstein [1985] for instance, as well as Lewis [1989].
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The Benjamin-Bona theorem (Benjamin [1972], Bona [1975]) on stability of solitons for the
KdV equation can be viewed as an instance of the energy momentum method, including
all the pde technicalities. See also Maddocks and Sachs [1993], and for example, Oh [1987],
Grillakis, Shatah and Strauss [1987], although of course there are many subtleties special
to the pde context.

Hamiltonian bifurcations. The energy-momentum method has also been used in the
context of Hamiltonian bifurcation problems. One such context is that of free boundary
problems, building on the work of Lewis, Montgomery, Marsden and Ratiu [1986] which
gives a Hamiltonian structure for dynamic free boundary problems (surface waves, liquid
drops, etc), generalizing Hamiltonian structures found by Zakharov. Along with the Arnold
method itself, this is used for a study of the bifurcations of such problems in Lewis, Marsden
and Ratiu [1987], Lewis, [1989, 1992a], Kruse, Marsden, and Scheurle [1993] and other
references cited therein.

Converse to the energy-momentum method. Because of the block structure men-
tioned, it has also been possible to prove a “converse” of the energy-momentum method.
The idea is to show that, if the second variation is indefinite, then the system is, in a sense
we shall explain, unstable. One cannot, of course hope to do this literally since there are
many systems (eg, examples studied by Chetayev) which are formally unstable, and yet their
linearizations have eigenvalues lying on the imaginary axis. Most of these are presumably
unstable, but this is a very delicate situation to prove analytically. Instead, the converse
shows something easier but probably more important: with the addition of dissipation, the
system is destabilized. This idea of dissipation induced instability goes back to Thomson
and Tait in the last century. In the context of the energy-momentum method, Bloch, Kr-
ishnaprasad, Marsden and Ratiu [1994,1996] show that with the addition of appropriate
dissipation, the indefiniteness of the second variation is sufficient to induce linear instability
in the problem.

There are related eigenvalue movement formulas (going back to Krein) that are used to
study non-Hamiltonian perturbations of Hamiltonian normal forms in Kirk, Marsden and
Silber [1996]. There are interesting analogs of this for reversible systems in O’Reilly, Mal-
hotra and Namamchchivaya [1996]. These works contain citations to many more interesting
references on these problems.

Extension of the energy-momentum method to nonholonomic systems. The
energy-momentum method extends to certain nonholonomic systems. Building on the work
on nonholonomic systems in Arnold, Kozlov, and Neishtadt [1988], Bates and Sniatycki
[1993] and Bloch, Krishnaprasad, Marsden and Murray [1996], on the example of the Routh
problem in Zenkov [1995] and on the vast Russian literature in this area, Zenkov, Bloch and
Marsden [1997] show that there is a generalization to this setting. The method is effective
in the sense that it applies to a wide variety of interesting examples, such as the rolling disk
and a three wheeled vehicle known as the the roller racer. We will look at the geometry of
nonholonomic systems in Lecture 3.

Relative equilibria and the underwater vehicle. Now we turn to stability (and bi-
furcation) of relative equilibria for mechanical systems with symmetry, using the dynamics
of an underwater vehicle as a main example.

The main reference for the underwater vehicle example is Leonard and Marsden [1997]
although the reader will probably want to consult Leonard [1997] and Holmes, Jenkins and
Leonard [1997], as well as other references cited therein. A detailed understanding of the
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underlying dynamics helps in control design; eg, when controls are limited, it helps to know
if the underlying dynamics develops a nonlinear oscillation (Hopf bifurcation, flutter) or
other instabilities as system parameters are varied.

Interesting Issues. One can handle certain nongeneric values of the momentum (where
some degeneracy, or coincidence occurs) of the total (linear and angular) momentum using
methods of Patrick [1992] and combining the energy-momentum theorems mentioned earlier
with the technique of reduction by stages.

As indicated in the general introduction, in many examples, such as solitary waves, one
has stability only modulo translations: nearby waves can move with different velocities and
so drift. Similarly, with the underwater vehicle, one can have translational and rotational
drift. The rotational drift is not arbitrary and can only happen around an axis that stays
close to the original axis of spin of the relative equilibrium.

A key problem for the underwater vehicle is that the (symmetry) isotropy subgroup of
the momentum is noncompact . Correspondingly, one can get interesting and perhaps un-
expected phase drift—position and rotational drifting in the case of the underwater vehicle
(that any control scheme must take into account). Leonard and Marsden [1997] generalize
Patrick’s result, allowing some noncompactness, but taking the stability modulo a larger
group. As we mention the main idea is to use reduction by stages, which we recall later,
and apply the theorem of Patrick to the stage involving compactness. The method is imple-
mented with the assistance of the energy-Casimir method. We will give specific examples
of the outcome shortly.

Sample results for the underwater vehicle. For non-aggressive maneuvers, an accu-
rate dynamical model for the underwater vehicle is by Kirchhoff’s equations: a rigid body
in ideal potential flow. One instance of these equations were discussed in Lecture 1. Here
we add the additional effect of buoyancy; i.e., the center of mass and the center of buoyancy
need not coincide. We will discuss the full dynamical equations shortly.

These equations are Lie-Poisson on the dual of a certain (semidirect product) Lie algebra.
This structure is obtained in a natural way from T ∗Q where Q = SE(3) is the configuration
space for the vehicle using reduction theory for mechanical systems with symmetry.

Notation and assumptions.

• neutrally buoyant and ellipsoidal vehicle

• centers of gravity and buoyancy need not be coincident

• inertia matrix of the body-fluid system: J = diag(I1, I2, I3)

• mass matrixM = diag(m1,m2,m3) (J and M include the “added” inertias and masses
due to the fluid)

• the mass of the body alone is m, and the acceleration of gravity is g

• l = distance between center of buoyancy and center of gravity.

Relative equilibrium 1. In the first relative equilibrium we look at, the energy momen-
tum technique reproduces a nonlinear extension of a classical result that may be found in
Lamb [1932]. We assume the following:

• the vehicle is symmetric about the third (principal) axis
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• it has coincident centers of buoyancy and gravity

• it translates with momentum (impulse) P 0
3 along the third axis and rotates with

angular momentum (impulse) Π0
3 about the same axis (see Figure 2.2).

The techniques outlined above applied to this case show that: This motion is stable modulo
rotations about the third axis and translations in any direction provided that(

Π0
3

P 0
3

)2

> 4I2

(
1
m3
− 1
m2

)
.

Roughly speaking, this means that “blunt” motion is stable, while “streamline” and slowly
spinning motion is unstable.

P0
3

Π0
3

Figure 2.2: Translating and spinning ellipsoid.

Relative equilibrium 2. The second sample relative equilibrium has the following fea-
tures:

• The vehicle has noncoincident centers of buoyancy and gravity oriented with the third
principal axis parallel to the direction of gravity

• It is translating (not spinning) with momentum P 0
2 along the second principal axis

• It need not be symmetric (see Figure 2.3).

This motion is stable modulo translations in any direction provided that the system is bottom
heavy (l > 0) and

m2 > m1, mgl >

(
1
m2
− 1
m3

)
(P 0

2 )2.

Relative equilibrium 3. The third example has a nongeneric value of the momentum
and is the same as Case 1 except that there is no translation; i.e., P 0

3 = 0.
This motion is stable modulo rotations about the third axis and translations in any direc-

tion provided that I3 is largest or smallest of the moments of inertia. (Unlike the free rigid
body, this need not mean stability of rotations about the major or minor axis of the body.)
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Figure 2.3: Adding buoyancy.

Relative equilibrium 4. This case is also nongeneric but for a different reason; now the
direction of translation is parallel to direction of gravity. Here,

• the centers of buoyancy and gravity are noncoincident and are oriented with the third
principal axis parallel to the direction of gravity

• the vehicle is symmetric about the third axis

• the vehicle is rising (or falling) with momentum P 0
3 along the third axis rotates with

angular momentum Π0
3. See Figure 2.4.

This motion is stable modulo rotations about the third axis and translations in any di-
rection provided that

mgl >

(
1
m3
− 1
m2

)
(P 0

3 )2 − ā2

4
(Π0

3)2,

where

ā2 =
m1

m1I2 −m2l2
.

There is an interesting bifurcation in relative equilibrium 4: a Hamiltonian Krein-Hopf
bifurcation (the splitting of eigenvalues off the imaginary axis) and the passing (resonance)
of eigenvalues. We will return to this shortly.

Stability theorem for nongeneric momenta. Now we give a few of the details on the
method and how it works. The setting is a phase space P (a symplectic manifold) with
symplectic form Ω. Assume as before, that we have a Lie group G with a Lie algebra g

and that G acts symplectically on P with an equivariant momentum map J : P → g∗.
We also have a G-invariant Hamiltonian H that describes the dynamics of interest. The
associated Hamiltonian vector field is denoted XH and the dynamical equations of motion
are ż = XH(z). Noether’s theorem of course states that J is a constant of the motion.

Relative equilibria and energy-momentum method. Consider a relative equilibrium
ze ∈ P : there is a Lie algebra element ξe ∈ g such that exp(ξet)ze is a dynamic orbit.
Let µe = J(ze). Assume that ze is a regular point of J (equivalent to no infiinitesmimal
symmetries). We need not assume that µe is a generic point. As mentioned earlier the
augmented energy Hξe = H − 〈J, ξe〉 has a critical point at ze. Next, calculate the second



Lecture 2 Stability and Underwater Vehicle Dynamics 20

P0
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Π0
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g
center of gravity
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•

•

Figure 2.4: A rising, spinning vehicle.

derivative δ2Hξe(ze) of Hξ at ze. Note that ker DJ(ze) is the tangent space to the level
set J(z) = µe at the point ze. The tangent space to the Gµe -orbit of ze at ze is given by
the vector space consisting of infinitesimal generators ξP (ze) as ξ ranges over gµe , the Lie
algebra of Gµe .

Now choose a vector subspace Eze ⊂ ker DJ(ze) that complements the tangent space to
the Gµe -orbit of ze; i.e., ker DJ(ze) = Eze ⊕ TzeGµe(ze), as in Figure 2.1.

Assume that the second derivative of δ2Hξe(ze) restricted to Eze is definite.

Patrick’s theorem. Assume the restriction of the coadjoint action of Gµe on g∗ is proper
and there is an inner product on g∗ that is invariant under this action; for example, these
both hold if Gµe is compact (and this in turn holds if G is compact). Then the relative
equilibrium ze is stable modulo Gµe .

There is a geometric phase drift along the group directions; i.e., in the Gµe directions
that are not controlled by the stability theorem.

Relation to energy-Casimir method. If P = T ∗G, then the dynamics reduces to
Lie-Poisson dynamics on g∗ relative to the reduced Hamiltonian h. One can check the
preceding hypothesis on the second variation by finding a function C on g∗ and constant
on the coadjoint orbit through the relative equilibrium for which the second variation of
d2(h+C) is definite. In the nongeneric case we use subcasimir as well as Casimir functions.

Extra drift. In the underwater vehicle example, the properness assumption fails. In fact,
simulations for the underwater vehicle show that one really has a new phenomenon of drift
and so stability has to be taken modulo a larger group than Gµe .
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To illustrate computationally what happens, consider special initial conditions near the
equilibrium in Case 1:

• specific inertia and mass matrix parameters are I1 = I2 = 1, I3 = 0.5, m1 = m2 = 1,
m3 = 0.8

• equilibrium momentum: Π0
3 = I3Ω0

3 and P 0
3 = m3v

0
3

• equilibrium values of the velocities are Ω0
3 = 2.5 and v0

3 = 1

• the stability results stated above show that this is a stable equilibrium modulo drift in
γ3 (angle about the third axis) and b (the translational position)

• the initial conditions chosen are: Ω(0) = (0.01,−0.008, 2.5)T , v(0) = (0.009, 0.011, 1)T ,
γ(0) = 0 and b(0) = 0.

Figures 2.5 and 2.6 show the stability in the velocities and the drift in the angle γ3 and
the translational position b.
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Figure 2.5: The velocities are stable.

Reduction by stages. In the first lecture we discussed some generalities on reduction by
stages. Now we discuss the specific case of semidirect products, which is the case of interest
for the underwater vehicle.

Start with a Lie group that is a semidirect product, S = GsV where V is a vector
space and the Lie group G acts on V (and hence on its dual space V ∗). The Lie algebra of
S is denoted s = gsV .

Assume we have a symplectic action of S on a symplectic manifold P and that there is
an equivariant momentum map JS : P → s∗. The translation subgroup V thus also acts on
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Figure 2.6: The angle γ3 and the position b drift.

P and has a momentum map JV : P → V ∗ obtained from JS by projection from s∗ onto
V ∗.

First reduce P by V at the value a ∈ V ∗ (assume it to be a regular value) to get the first
reduced space Pa = J−1

V (a)/V . Next, form the group Ga consisting of elements of G that
leave the point a ∈ V ∗ fixed using the action of G on V ∗. Then one proves (by not entirely
obvious definition chasing) that Ga acts symplectically on Pa and has an induced equivariant
momentum map Ja : Pa → g∗a, where ga is the Lie algebra of Ga. Then reduce Pa at the
point µa := µ|ga ∈ g∗a to get the second reduced space (Pa)µa = J−1

a (µa)/(Ga)µa .

Theorem 2.1 (Reduction by stages for semidirect products.) The symplectic redu-
ced space (Pa)µa is symplectically diffeomorphic to the reduced space Pσ obtained by reducing
P by S at the point σ = (µ, a).

From this we get the well known result of Ratiu, Guillemin, Sternberg, Marsden and
Weinstein (see Marsden, Ratiu and Weinstein [1984a,b] and references therein) as a special
case:

Corollary 2.2 (Semidirect product reduction.) The reduction of T ∗G by Ga at values
µa = µ|ga gives a space that is isomorphic to the coadjoint orbit through the point σ =
(µ, a) ∈ s∗ = g∗ × V ∗, the dual of the Lie algebra s of S.

Of course if one has an S-invariant Hamiltonian H, one can reduce the dynamics of a
given H in two stages.

This theorem explains why one gets Lie-Poisson dynamics for the underwater vehicle
system on the dual of the Lie algebra of the semidirect product SO(3)s (R3 ×R3 ), starting
with the physical configuration space Q = SE(3) and reducing it by the symmetry group
SE(2)×R2 . This remarkable fact can also be checked directly from the dynamical equations
which we write down shortly.
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Figure 2.7: Reduction by stages.

Generalized stability theorem. To deal with the non-compactness, we make some spe-
cial assumptions. The action of (Ga)µa on g∗a is proper and there is an inner product on g∗a
that is invariant under this action; for example, both of these conditions hold if (Ga)µa is
compact (and this holds if G is compact).

Choose a vector subspace E[ze] ⊂ ker DJa([ze]) that complements the tangent space to
the (Ga)µa -orbit of [ze]. Let the Hamiltonian reduced to the first stage space Pa be denoted
Ha and assume that the second derivative of Ha − (Ja)ξe at [ze] ∈ Pa restricted to E[ze] is
definite.

Theorem 2.3 In addition to the above, assume µa ∈ g∗a is generic. Then the point [ze] ∈ Pa
is Liapunov stable modulo the action of (Ga)µa for the dynamics of Ha and ze is Liapunov
stable in P modulo the action of (Ga)µa sV .

One can verify the hypothesis on the second variation by using an argument on the
Poisson reduced space P/S as in the energy-Casimir and energy-subcasimir method.

In Leonard and Marsden [1997] a more delicate energy criterion is given for non-generic
µa which is relevant for and applied to the rising, spinning vehicle.
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Dynamics of an underwater vehicle. Now we give a few more details on why the
dynamics of the underwater vehicle problem can be viewed as Lie-Poisson dynamics; i.e.,
as generalized Euler equations.

Assume the underwater vehicle is a neutrally buoyant, rigid body submerged in an in-
finitely large volume of incompressible, inviscid, irrotational fluid which is at rest at infinity.
The dynamics of the body-fluid system are described by Kirchhoff’s equations, where we
assume the only external forces and torques acting on the system are due to buoyancy and
gravity.

Consider the group W , the semidirect product of SO(3) with two copies of R3 , i.e.,
W = SO(3)s (R3 × R3 ), where we take the action of SO(3) on R3 × R3 to be R · (b, w) =
(Rb,Rw). The group multiplication in W is

(R, b, w)(R′, b′, w′) = (RR′, Rb′ + b,Rw′ + w),

while the Lie algebra of W is w = so(3)sR3 × R3 .
Let (Π,P,Γ) ∈ w∗ correspond, to angular and linear components of the impulse of the

system and the direction of gravity in body coordinates. The Poisson bracket used is the
Lie-Poisson bracket on w∗. Let Ω and v, respectively, be the angular and translational
velocity of the vehicle in body coordinates. From the Lagrangian given in Lecture 1, we get

Π = JΩ +Dv

P = Mv +DTΩ.

Here, J is the sum of the body inertia matrix plus the added inertia matrix and M is the
mass matrix for the body alone, plus the added mass matrix associated with the fluid.

For an ellipsoidal body, with appropriate choice of body-fixed coordinate frame, M and
J are diagonal and D = mr̂G, where rG is the vector from the center of buoyancy to the
center of gravity. This simplifies matters somewhat.

The underwater vehicle dynamics has Lie-Poisson form on w∗. This fact follows by
constructing the physical phase space of T ∗SE(3) reduced by the symmetry group SE(2)×R
with the aid of the semidirect product reduction theory. The Hamiltonian comes from
the Lagrangian in Lecture 1 via the Legendre transform with the addition of a buoyancy
potential:

h(Π,P,Γ) =
1
2

(ΠTAΠ + 2ΠTBTP + PTCP− 2mg(Γ · rG)), (2.1)

where we determine A,B,C by inverting the block matrix giving the metric (or mass matrix):

A = (J −DM−1DT )−1

B = −CDTJ−1 = −M−1DTA

C = (M −DTJ−1D)−1.

The Lie-Poisson equations of motion are

Π̇ = Π× Ω + P× v −mgΓ× rG
Ṗ = P× Ω
Γ̇ = Γ× Ω.

Recall that a point σ = (Π,P,Γ) ∈ w∗ is called generic if the coadjoint orbit through
that point has maximal dimension six. These are three independent Casimir functions
(functions invariant under the coadjoint action):

C1(Π,P,Γ) = P · Γ, C2(Π,P,Γ) = ‖P‖2, C3(Π,P,Γ) = ‖Γ‖2.
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A point σ = (Π,P,Γ) ∈ w∗ is nongeneric if the vectors P and Γ are not parallel. If P
and Γ are not both zero, the coadjoint orbit through σ has dimension four.

Besides the three Casimirs defined above, two additional conserved quantities (called
subcasimirs) on the nongeneric coadjoint orbits are

C4(Π,P,Γ) = Π · P, C5(Π,P,Γ) = Π · Γ.

If P = Γ = 0 with Π 6= 0, then the coadjoint orbit through ω has dimension two. An
additional subcasimir on this nongeneric coadjoint orbit is

C6(Π,P,Γ) = ‖Π‖2.

Continuing along these lines with the energy-momentum and energy-Casimir method gives
the stability conditions as stated earlier; we refer to Leonard [1997] and Leonard and Mars-
den [1997] for details.

Hamiltonian Hopf bifurcation. Consider now the fourth relative equilibrium. The
eigenvalues of the linearization of the dynamics at the equilibrium as the equilibrium linear
momentum P 0

3 is varied, are shown in Figure 2.8.
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Figure 2.8: Eigenvalue movement for relative equilibrium 4 as the vertical momentum is
increased.

There are three eigenvalues fixed at the origin and two eigenvalues fixed at ±(Π0
3/I3)i.

The remaining four eigenvalues move as the parameter P 0
3 is varied. These eigenvalues

are on the imaginary axis as long as the stability condition is met. Assuming m3 < m2

(i.e., l3 > l2) and mgl > 0, as P 0
3 is increased, the pair of eigenvalues above the real

axis and the pair below each meet and then split off the imaginary axis—saddle points
develop. The point at which each pair of eigenvalues meets, i.e., the Hamiltonian-Krein-
Hopf bifurcation point, corresponds to the value of P 0

3 that makes the stability condition
an equality. Thus, the stability analysis accurately predicts the bifurcation point. Before
the bifurcation occurs, i.e., while the eigenvalues are all on the imaginary axis, each of the
eigenvalues fixed at ±(Π0

3/I3)i is passed by one of the moving eigenvalues. This passing
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(resonance) of eigenvalues occurs when P 0
3 is such that

mgl =
(

1
m3
− 1
m2

)
(P 0

3 )2.

Remarkably, this passing event may be precisely detected by the more delicate stability
criterion (at non-generic points) that was mentioned earlier. In this computation, the inertia
and mass matrix parameters were chosen (for illustration only) to be I1 = I2 = 1, I3 = 0.5,
m1 = m2 = 1, m3 = 0.8 and m = 0.5, g = 9.8, l = 0.5. The equilibrium angular momentum
is Π0

3 = 2 and P 0
3 is increased from 1 to 6.

The five eigenvalues that remain fixed are drawn as circles (note there are three eigen-
values at the origin). The crosses indicate the positions of the four remaining eigenvalues at
the point when P 0

3 = 1. The dotted lines show the paths of these four eigenvalues as P 0
3 is

increased to 6. The eigenvalue crossing occurs when P 0
3 =
√

9.8 ≈ 3.13 and the Hamiltonian
Hopf bifurcation point corresponds to P 0

3 ≈ 3.75.
It would be interesting to study the Hamiltonian-Krein-Hopf bifurcation in more detail.

(Be warned that standard versions of this theorem will not work.) It would also study
the effects of symmetry breaking (such as the S1 symmetry of the vehicle in the case of
the rising vehicle) needs additional attention. The techniques of Knobloch, Mahalov and
Marsden [1994] may prove useful in this regard. A complication is the nongeneric nature
of the coadjoint orbit, so the theory of eigenvalue movement (see Dellnitz, Melbourne and
Marsden [1992]) requires additional work.

Some feedback stabilization methods (Bloch, Krishnaprasad, Marsden and Sanchez,
[1992]) and Bloch, Leonard and Marsden [1997] may be applied to stabilize otherwise un-
stable equilibria. This is an interesting direction for future research; the basic ideas of the
method are given in Lecture 4.

More realistic models of the fluid dynamics, especially in cases when vorticity is generated
by the body-fluid interaction as well as the inclusion of elastic and flexible properties of the
body would also be interesting, so would the effect of dissipation after Bloch, Krishnaprasad,
Marsden and Ratiu [1994, 1996].

The underwater vehicle problem should continue to provide interesting additional moti-
vations for the continued development of the basic theory.

The planar skater and phases. We now turn our attention to the topic of geometric
phases, which we have already seen is important in the underwater vehicle. We begin with
a closer look at the basic theory.

For a mechanical system with Hamiltonian of the form kinetic plus potential and with
a symmetry, one can think of the zero momentum map level set as a constraint . Let g
denote the group position and r the internal shape: then we can write the equation
J = 0 as

g−1ġ = −A(r)ṙ,

which defines A, the mechanical connection ; this definition agrees with the one we had
earlier. For nonzero momentum values µ of J , then the equation J = µ can be written as

g−1ġ = −A(r)ṙ + (I(r, g))−1µ,

which also defines I, the locked inertia tensor .
A good example illustrating these ideas is the planar skater, shown in Figure 2.9. It

consists of three linked rigid bodies in the plane (imagine them sliding on an ice rink).
Suppose that the angles ψ1 and ψ2 perform a cyclic or periodic motion (imagine motors

in the joints). Note that if the angular momentum starts out zero, it remains so since no
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ϕ1

ϕ2

∆θ

Figure 2.9: The planar skater consists of three interconnected bodies that are free to rotate
about their joints.

external torques act on the system. The cyclic inputs to this system are shown as a base
input curve, while the actual trajectory of the motion is shown lifted above the input curve.
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Figure 2.10: Input and output motions for the planar skater.

After completing one cycle of internal shape changes, the skater has undergone a net
rotation (change in θ). The area enclosed by the base inputs is proportional to the net
rotation. This is a simple example of the geometric phase, or holonomy , associated
with the cyclic shape inputs. The planar skater is a simple enough example that it can
be dealt with by hand in a simple way, using the definition of angular momentum and its
conservation. More sophisticated examples, such as the falling cat or the reorientation of
spacecraft requires more elaborate mathematics. One of the keys to a deeper understanding
is to get a better vision of holonomy.

Holonomy is also a basic notion in geometry per se and can be illustrated using parallel
transport on the sphere (the same geometry is used to understand the Foucault pendulum).
See Figure 2.11. In this figure one parallel transports an arrow around a triangle on the
sphere whose sides are made up of portions of great circles. In this case, parallel transport
along the arcs is parallel transport in the naive sense. Notice that when the arrow returns to
its original location, it has rotated relative to its original position. This rotation is another
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example of a phase shift.

area = A

finish

start

Figure 2.11: A parallel movement of a vector around a spherical triangle produces a phase
shift.

The general notion of holonomy in geometry involves the splitting of the tangent space
of a bundle with the use of a connection (more generally a distribution), as shown in Figure
2.12.

bundle projection

vertical direction horizontal directions

bundle

base space

geometric phase

Figure 2.12: A connection divides the space into vertical and horizontal directions.

Interestingly, geometric phases or Berry phases in quantum mechanics can be viewed
as a special case of phases for classical systems by using the (now well known) fact that with
Hilbert space as our phase space (the symplectic structure being the imaginary part of the
Hermitian inner product), we get the Schrödinger equation as a special case of Hamilton’s
equations. The symmetry group is S1 phase shift and the reduction is the classical process
of relating quantum mechanics on Hilbert space to that on projective Hilbert space studied
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by Bargmann and Wigner. (See also Marsden, Montgomery and Ratiu [1990] and Marsden
and Ratiu [1998] for a discussion.)

Phases for a relative equilibrium for the underwater vehicle were shown in earlier fig-
ures. The body angular and linear velocities remain stable while the group variables
(rotation around one axis and translations) can drift, as we have explained.

Phases for the three-wave interaction. We return now to the three wave interaction
discussed in the first lecture and briefly discuss phases for the problem. We now want to
reconstruct the dynamics of the original system on C 3 from that on the three wave surface.

A standard direct approach would be to proceed as follows. First, use (two of) the
constants of motion K1,K2,K3 along with (one of) the reduced coordinates Z1 and Z2 to
determine the amplitudes |q1|2, |q2|2, |q3|3. Then, write qk = |qk| exp(iφk) and substitute
into the equations of motion; this yields evolution equations for the phases φk which may
then be integrated. While the amplitudes undergo periodic orbits for most initial data on
the reduced phase space (other than the homoclinic orbits), the phases associated with them
obtain a shift, which is then implicitly obtained via quadratures.

A method that is more geometric in nature, is based on Montgomery’s [1991b] derivation
of the phase formula for the rigid body and that for the polarization phase shift. The general
theory of this is found in Marsden, Montgomery and Ratiu [1990]. Let M ⊂ C 3 be the
manifold defined by setting the conserved quantities to specific values (a level set of the
momentum map). We will construct closed curves in M in two pieces as follows.

The first portion c0 is simply the dynamical trajectory in M joining two points P0 and
P1. It covers a closed curve in the reduced space. The invariants define the reduction map
W : C 3 → R3 (the image is the three-wave surface) so that the curve c0 projects onto a
closed trajectory in the base space under W . (See Figure 2.13.)

reduced trajectory

dynamic trajectory

phase
W

the three wave surface
      (on its side)

P0

P1
c0

c2

Mc1

the cap Σ

Figure 2.13: Curves used for the phase calculation.

In M we introduce three curves c1, c2, and c3 that close the curve by connecting the
points P1 and P0 using the group actions: The curve c1 goes with the first S1 action, etc.
Then c1 ∪ c2 closes the curve, as shown in the figure, as do c1 ∪ c3 and c2 ∪ c3. Specifically,
if P0 = (q1, q2, q3) and if P1 = (q1 exp iφ1, q2 exp i(φ1 + φ2), q3 exp iφ2), we let c1 be the
opposite (run in the opposite sense) of the curve

copp
1 (t) = (q1 exp itφ1, q2 exp itφ1, q3),
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0 ≤ t ≤ 1, which is the action by tφ1 for the first group action and let c2 be the opposite of

copp
2 (t) = (q1 exp iφ1, q2 exp i(φ1 + tφ2), q3 exp itφ2)

which is the action by tφ2 for the second group action (These actions and the corresponding
conserved quantities were defined in the first lecture).

Let Θ be a canonical one form on C 3 , a scaling of the Poincaré one form defined by

Θ =
1
2

(pkdqk − qkdpk).

Thus, dΘ = −Ω is the symplectic form. By Stokes theorem,∫
c0

Θ +
∫
c1

Θ +
∫
c2

Θ =
∫
S3

dΘ ,

where Si are surfaces that project to the cap Σ shown in the figure. (A more careful
argument—as in holonomy theorems—shows that the existence of these surfaces is not
necessary.)

Noting that ∫
Si

Ω =
∫

Σ

Ωr ,

where Ωr is the reduced symplectic form (the symplectic form—an area element—on the
three wave surface), we find ∫

c0

Θ +
∫
c1

Θ +
∫
c2

Θ = −
∫

Σ

Ωr.

On the group curves ci we have ∫
ci

Θ = −Kiφi ,

i = 1, 2, 3 where Ki is the (constant) conserved quantity and φi is the phase shift associated
with the ith S1. This is because Ki is homogeneous of degree 2.

On the dynamic trajectory c0 we have∫
c0

Θ =
∫
c0

〈Θ, XH〉 dt =
3
2
HT

whereH is the constant energy of the trajectory and T is the period of the reduced trajectory.
This is because H is homogeneous of degree 3 in the qi.

Letting A(Σ) denote the symplectic area of Σ and putting the above equations together,
we obtain a phase identity:

3
2
HT − φ1K1 − φ2K2 = −A(Σ).

An important special case occurs on the fixed point space of the interchange symmetry
q1 ↔ q3 in the case that γ1 = γ3. This corresponds to the case of second harmonic
generation in nonlinear optics. In this case, from the formulas for the two points P1 and
P2, we see that we can assume φ1 = φ2 =: φ and so we get an explicit formula for the phase:

φ =
3HT + 2A(Σ)
2(K1 +K2)

.

More general formulas for the phase are computed in Alber, Luther, Marsden and Robbins
[1998b].

These methods of analyzing the three wave interaction also allows one to apply control
ideas to manipulate the phases (as in what are called cascaded nonlinearities); see Alber,
Luther, Marsden and Robbins [1998a] for more information.



Lecture 3

Systems with Rolling
Constraints and Locomotion

In this lecture we consider the basic mechanics of systems with rolling constraints and
related questions of locomotion. Some of the exposition follows the development in Bloch,
Krishnaprasad, Marsden and Murray [1996] and Marsden and Ostrowski [1998].

For systems with rolling constraints or more generally nonholonomic systems, one
finds the equations of motion and properties of the solutions (such as the fate of conser-
vation laws) using the Lagrange-d’Alembert principle. These systems are not literally
variational but the basic mechanics still comes down to F = ma.

Consider a configuration space Q and a distribution D that describes the kinematic
constraints; D is a collection of linear subspaces: Dq ⊂ TqQ, for q ∈ Q. We say that q(t) ∈ Q
satisfies the constraints if q̇(t) ∈ Dq(t). This distribution is, in general, nonintegrable in
the sense of Frobenius’ theorem; i.e., the constraints can be nonholonomic. Anholonomy is
measured by the curvature of D.

A simple example of a nonholonomic system is the rolling disk (see Figure 3.1). Here,

ϕ

P

Qx

z

y

θ

(x, y)

ψ

Figure 3.1: The rolling disk.
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the constraints of rolling without slipping define the distribution D:

ẋ = −ψ̇R cosφ
ẏ = −ψ̇R sinφ.

These equations for the velocities may be interpreted as defining a linear subspace of the
tangent space to the configuration space. These linear spaces then make up the constraint
distribution D.

The Lagrange-d’Alembert principle. The system dynamics is determined by a La-
grangian L : TQ→ R, usually the kinetic minus the potential energy. The basic equations
of motion are given by requiring that q(t) satisfy the constraints and that

δ

∫ b

a

L(q, q̇) dt = 0,

for all variations satisfying δq(t) ∈ Dq(t), a ≤ t ≤ b.
Consistent with the fact that eachDq is a linear subspace, we consider only homogeneous

velocity constraints. The extension to affine constraints is straightforward, as in Bloch,
Krishnaprasad, Marsden and Murray [1996].

This is not a variational principle in the usual sense (this issue of variational or
not was discussed extensively and “put to rest” by Korteweg [1899]). Recall that one must
also put constraints on the variations for the Euler-Poincaré equations as we saw in Lecture
1.

Standard arguments in the calculus of variations show that this “constrained variational
principle” is equivalent to the equations

−δL :=
(
d

dt

∂L

∂q̇i
− ∂L

∂qi

)
δqi = 0, (3.1)

for all variations δq such that δq ∈ Dq at each point of the underlying curve q(t). These
equations are equivalently written as

d

dt

∂L

∂q̇i
− ∂L

∂qi
= λi,

where λi is a set of Lagrange multipliers (i = 1, . . . , n), representing the force of constraint.
Intrinsically, this multiplier λ is a section of the cotangent bundle over q(t) that annihilates
the constraint distribution. The Lagrange multipliers are often determined by using the
condition that q̇(t) lies in the distribution.

The roller racer. Another example is the roller racer—it is a wheeled vehicle with two
segments connected by a rotational joint, as in Figure 3.2.

The configuration space is given by SE(2)×S1, whose elements give the overall position
and orientation of the vehicle plus the internal shape angle φ. The constraints are defined
by the condition of rolling without slipping, as in the case of the falling penny.

The roller racer is interesting because it generates locomotion. If you climb aboard
and wiggle the joint, the vehicle moves!1 We will come back to this locomotion question
shortly.

1(See http://www.isr.umd.edu/ krishna/ for interesting movies of this.)
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θ

x

z

y

(x, y) φ

Figure 3.2: The roller racer—Tennessee racer.

The rattleback. This system, also called the wobblestone, is another much studied
example, illustrating the lack of conservation of angular momentum. This is demonstrated
by the reversal of its direction of rotation when spun. General theory provides a replacement,
for the conservation law from “standard” mechanics, namely the momentum equation.

Figure 3.3: The rattleback.

Special features of nonholonomic mechanics. Here are some of the key features of
nonholonomic systems that set them apart from “ordinary” mechanical systems:

• symmetry need not lead to conservation laws , but rather lead to an interesting mo-
mentum equation,

• equilibria can be stable, with some variables being asymptotically stable,

• energy is still conserved ,

• Jacobi’s identity for Poisson brackets can fail .

To explore the structure of the Lagrange-d’Alembert equations in more detail, let {ωa},
a = 1, . . . , k be a set of k independent one forms whose vanishing describes the constraints;
i.e., the distribution D. One can introduce local coordinates qi = (rα, sa) where α =
1, . . . n− k, in which ωa has the form

ωa(q) = dsa +Aaα(r, s)drα,
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where the summation convention is in force. Thus, we are locally writing the distribution
as

D = {(r, s, ṙ, ṡ) ∈ TQ | ṡ+Aaαṙ
α = 0}.

The equations of motion, (3.1) may be rewritten by noting that the allowed variations
δqi = (δrα, δsa) satisfy δsa +Aaαδr

α = 0. Substitution into (3.1) gives

(
d

dt

∂L

∂ṙα
− ∂L

∂rα

)
= Aaα

(
d

dt

∂L

∂ṡa
− ∂L

∂sa

)
. (3.2)

Equation (3.2) combined with the constraint equations

ṡa = −Aaαṙα (3.3)

gives a complete description of the equations of motion of the system; this procedure may
be viewed as one way of eliminating the Lagrange multipliers. Using this notation, one finds
that λ = λaω

a, where

λa =
d

dt

∂L

∂ṡa
− ∂L

∂sa
.

Equations (3.2) can be written in the following way:

d

dt

∂Lc
∂ṙα
− ∂Lc
∂rα

+Aaα
∂Lc
∂sa

= − ∂L
∂ṡb

Bbαβ ṙ
β , (3.4)

where

Lc(rα, sa, ṙα) = L(rα, sa, ṙα,−Aaα(r, s)ṙα).

is the coordinate expression of the constrained Lagrangian defined by Lc = L|D and where

Bbαβ =

(
∂Abα
∂rβ

−
∂Abβ
∂rα

+Aaα
∂Abβ
∂sa

−Aaβ
∂Abα
∂sa

)
. (3.5)

Letting dωb be the exterior derivative of ωb, a computation shows that

dωb(q̇, ·) = Bbαβ ṙ
αdrβ

and hence the equations of motion have the form

−δLc =
(
d

dt

∂Lc
∂ṙα
− ∂Lc
∂rα

+Aaα
∂Lc
∂sa

)
δrα = − ∂L

∂ṡb
dωb(q̇, δr).

This form of the equations isolates the effects of the constraints, and shows, in particular,
that in the case where the constraints are integrable (i.e., dω = 0), the equations of mo-
tion are obtained by substituting the constraints into the Lagrangian and then setting the
variation of Lc to zero. However in the non-integrable case the constraints generate extra
(curvature) terms, which must be taken into account.

The above coordinate results can be put into an interesting and useful intrinsic geometric
framework. The intrinsically given information is the distribution and the Lagrangian.
Assume temporarily that there is a bundle structure πQ,R : Q→ R for our space Q, where
R is the base manifold and πQ,R is a submersion and the kernel of TqπQ,R at any point
q ∈ Q is called the vertical space Vq . One can always do this locally. An Ehresmann
connection A is a vertical valued one form on Q such that
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1. Aq : TqQ→ Vq is a linear map and

2. A is a projection: A(vq) = vq for all vq ∈ Vq.

Hence, TqQ = Vq ⊕ Hq where Hq = kerAq is the horizontal space at q, sometimes
denoted horq. Thus, an Ehresmann connection gives us a way to split the tangent space to
Q at each point into a horizontal and vertical part.

If the Ehresmann connection is chosen in such a way that the given constraint distribution
D is the horizontal space of the connection; that is, Hq = Dq, then in the bundle coordinates
qi = (rα, sa), the map πQ,R is just projection onto the factor r and the connection A can
be represented locally by a vector valued differential form ωa:

A = ωa
∂

∂sa
, ωa(q) = dsa +Aaα(r, s)drα,

and the horizontal projection is the map

(ṙα, ṡa) 7→ (ṙα,−Aaα(r, s)ṙα).

The curvature of an Ehresmann connection A is the vertical valued two form defined by
its action on two vector fields X and Y on Q as

B(X,Y ) = −A([horX, horY ])

where the bracket on the right hand side is the Jacobi-Lie bracket of vector fields obtained
by extending the stated vectors to vector fields. This definition shows the sense in which
the curvature measures the failure of the constraint distribution to be integrable.

In coordinates, one can evaluate the curvature B of the connection A by the following
formula:

B(X,Y ) = dωa(horX, horY )
∂

∂sa
,

so that the local expression for curvature is given by

B(X,Y )a = BaαβX
αY β

where the coefficients Baαβ are given by (3.5).
The Lagrange d’Alembert equations may be written intrinsically as

δLc = 〈FL,B(q̇ , δq)〉,

in which δq is a horizontal variation (i.e., it takes values in the horizontal space) and B is
the curvature regarded as a vertical valued two form, in addition to the constraint equations
A(q) · q̇ = 0. Here 〈 , 〉 denotes the pairing between a vector and a dual vector and

δLc =
〈
δrα,

∂Lc
∂rα
− d

dt

∂Lc
∂ṙα
−Aaα

∂Lc
∂sa

〉
.

When there is a symmetry group G present, there is a natural bundle one can work
with and put a connection on, namely the bundle Q → Q/G. In the generality of the
preceding discussion, one can get away with just the distribution itself and can introduce
the corresponding Ehresmann connection locally. In fact, the bundle structure Q → R is
really a “red herring”. The notion of curvature as a TqQ/Dq valued form makes good sense
and is given locally by the same expressions as above. However, keeping in mind that we
eventually want to deal with symmetries and in that case there is a natural bundle, the
Ehresmann assumption is nevertheless a reasonable bridge to the more interesting case with
symmetries.



Lecture 3 Systems with Rolling Constraints 36

More on the Euler-Poincaré equations. There is a way to carry out reduction for a
nonholonomic system. We shall focus on the Lagrangian side; for the equivalent Poisson
picture, see Koon and Marsden [1998b,c].

The idea is to pass the Lagrange d’Alembert principle to D/G; in a way that is similar
to the reduction of Hamilton’s principle (e.g., giving the Routhian, etc.), as mentioned in
the first lecture. Recall that a simple example of Lagrangian reduction is the free rigid body;
the Euler equations, namely IΩ̇ = IΩ×Ω, are not variational , but they satisfy a Lagrange
d’Alembert type of principle (i.e., there are constraints on the allowed variations) that is
obtained obtained by reducing Hamilton’s principle from SO(3).

To enhance the discussion in the first lecture on the Euler-Poincaré equations, we now
present an extension of them, following Holm, Marsden and Ratiu [1998a]. In fact, this
provides a Lagrangian version of the semidirect product reduction theory discussed in the
last lecture. Following this, we return to the question of how these procedures work for
nonholonomic systems.

The basic ingredients we start with are as follows. Assume there is a left representation of
Lie groupG on the vector space V ; then G acts on TG×V ∗ as well. Assume L : TG×V ∗ → R

is left G—invariant. For a0 ∈ V ∗, define La0 : TG→ R by

La0(vg) = L(a0, vg),

and define l : g× V ∗ → R by

l(g−1vg, g
−1a) = L(vg, a).

For a curve g(t) ∈ G, let

ξ(t) := g(t)−1ġ(t)

and define the curve a(t) as the unique solution of the equation

ȧ(t) = −ξ(t)a(t)

with initial condition a(0) = a0; i.e., a(t) = g(t)−1a0.

Theorem 3.1 The following assertions are equivalent:

1. With a0 fixed, the standard Hamilton principle holds:

δ

∫ t2

t1

La0(g(t), ġ(t))dt = 0

for variations with fixed endpoints.

2. The curve g(t) satisfies the standard Euler-Lagrange equations for La0.

3. The Lagrange d’Alembert-type principle

δ

∫ t2

t1

l(ξ(t), a(t))dt = 0

holds on g, using variations of ξ and a of the form

δξ = η̇ + [ξ, η], δa = −ηa,

where η(t) is a curve in g vanishing at the endpoints.
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4. The Euler-Poincaré equations hold on g× V ∗

d

dt

δl

δξ
= ad∗ξ

δl

δξ
+
δl

δa
� a

where ρv : g → V is given by ξ 7→ ξv, the infinitesimal action, ρ∗v : V ∗ → g∗ is its
dual, and v � a = ρ∗va.

This is proved by a straightforward adaptation of the proof of Euler-Poincaré reduction
that was presented in the first lecture. The main extra feature is to keep track of the
“constraint” a0 = constant. Since a0 = ga, we get 0 = (δg)a+ gδa, i.e., δa = −(g−1δg)a =
−ηa.

Nonholonomic reduced equations. Reduction procedures were applied to the Lagrange
d’Alembert principle in Bloch, Krishnaprasad, Marsden and Murray [1996]. The form of
the resulting reduced equations is

g−1ġ = −A(r)ṙ +B(r)p,
ṗ = ṙTα(r)ṙ + ṙTβ(r)p + pTγ(r)p

M(r)r̈ = −C(r, ṙ) +N(r, ṙ, p) + τ

The first equation describes the motion in the group variables as the flow of a left-invariant
vector field on G determined by the internal shape r, the internal velocity ṙ, as well
as the nonholonomic momentum p, which is, roughly speaking, the component of mo-
mentum in the symmetry directions compatible with the constraints. The second equation
is the momentum equation . Notice that the momentum equation has terms that are

• quadratic in ṙ,

• linear in ṙ and p and

• quadratic in p.

The coefficients β(r) define a connection and this term is called the transport part of the
momentum equation. The curvature of this connection plays an important role in stability
theory. The third equation describes the motion in the shape variables r. The term M(r)
is the mass matrix of the system, C is the Coriolis term and τ represent internal
control forces. This framework has proven to be useful for controllability, gait selection, and
locomotion of systems like the snakeboard. We will come back to this below.

A nice example illustrating many features of nonholonomic systems is the bicycle (see
Figure 3.4). This example (under drastically simplified modeling assumptions) is studied
in Koon and Marsden [1998a]. We also mention that Koon and Marsden [1998c] study the
above reduced Lagrange d’Alembert equations from the Poisson point of view.

The snakeboard. The snakeboard is an interesting example of a system in which there is
a nontrivial interaction between the forces of constraint and the momentum laws that arise
due to symmetries. As such, it has played an important role in understanding the many
subtleties of nonholonomic systems.

The snakeboard is similar to a skateboard, with one exception: the front and back pairs
of wheels can be rotated independently about their vertical axes. Thus, a rider stands
with one foot above each of the wheel bases, and can couple twisting motions of the torso
with turning of the feet. The most interesting aspect of this motion is that the rider can
begin to move forward without ever having to kick off the ground or pedal, only needing to
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Figure 3.4: The mechanics of a bicycle (from Koon and Marsden [1998a]).

coordinate the twisting gyrations with the rotation of the wheel axles. The resultant path
that is traced out is similar to the serpentine motion of a snake, thus the name snakeboard .

In Figure 3.5 we show a model of the snakeboard, in which the twisting of the torso has
been replaced by a rotating inertia wheel.

(x,y)
front wheels

l

ψ

ϕb

θ
back wheels

fϕ

Figure 3.5: A simplified model of the snakeboard .

This model has been studied in detail by Lewis, Ostrowski, Murray and Burdick [1994]
and Bloch, Krishnaprasad, Marsden and Murray [1996]. From the theoretical point of view,
the feature of the snakeboard that sets it apart from examples like the planar skater and
the falling cat is that even though it has the symmetry group of rotations and translations
of the plane, the linear and angular momentum is not conserved .

For the planar skater, no matter what motions the arms of the device make, the values
of the linear and angular momentum cannot be altered. Thus, while it is possible to change
the orientation of the planar skater, once the internal shape motions stop, the orientation
changes also stop. This is not true for the snakeboard—one has the ability to build up
momentum, which can be traced to the presence of forces of constraint. Thus, one might
suspect that one should abandon the ideas of linear and angular momentum for the snake-
board. However, a deeper inspection shows that this is not the case. In fact, one finds that
there is a particular “component” of the angular momentum, namely (a multiple of) that
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about the point O shown in Figure 3.6 that satisfies a special equation. The precise rela-
tionship for the snakeboard, as comes about from a little detective work on the definitions,
is p = (angular momentum) × sin(2phi).

R

θ

ϕ −ϕ
b f

O

ϕb

fϕ

θ

Figure 3.6: The angular momentum about the point O plays an important role in the
analysis of the snakeboard.

If we call this quantity p the nonholonomic momentum, one finds that due to the trans-
lational and rotational invariance of the whole system, there is a nonholonomic momen-
tum equation governing the evolution of p, which has the form given earlier. Assuming
φf = −φb = φ for simplicity, the momentum equation is

ṗ = 2J0(cos2 φ)φ̇ψ̇ − (tanφ)pφ̇,

where φ and ψ represent the internal variables of the system and J0 is the rotor inertia.
An important point to recognize is that this equation does not depend on the rotational
and translational position of the system, i.e., there is no explicit g dependence i.e., no
x, y or θ dependence, which parameterize overall translations and rotations of the system.
Thus, if one has a given internal motion, this equation can be solved for p and from it, the
attitude and position of the snakeboard calculated by means of another integration using
the reconstruction equation for g−1ġ. This strategy thus parallels that used to study the
falling cat and the planar skater.

Locomotion and gaits. Material in this section is adapted from Marsden and Ostrowski
[1998]. The snakeboard moves by coupling periodic motions of the rotor and wheel axles.
Similarly, the roller racer moves using coupled internal motions. In each case, an under-
standing of the geometry behind this sort of mechanism has proven to be quite useful.

Special periodic internal motions that generate specific types of locomotion are examples
of gaits, which more generally can be thought of as cyclic patterns of internal shape changes
which result in a net displacement. Of course the term is adapted from the animal world
where similar things happen, but in fact are more subtle than what we are discussing here
due, in part to the fact that in those examples there are periodic changes in the phase space
as the legs of the animal come into periodic contact with the ground.

Different gaits correspond to different cyclic input patterns. For example, the snakeboard
possesses at least three primary gait patterns, shown in Figures 3.7–3.9. The first is the
drive gait, shown in Figure 3.7. This figure shows the position of the snakeboard’s center
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of mass versus time for the case in which the rotor and wheel axles oscillate with the same
frequency (which is called the “drive gait”). This gait closely resembles the motion followed
by riders of the snakeboard when they begin moving from a resting position.
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Figure 3.7: Center of mass position for the drive gait.

Fig. 3.8 shows a second possible gait, the rotate gait, which has not yet been discovered
by snakeboard riders, but which is easily demonstrated by a robotic version that has been
built. In this case, the rotor oscillates at twice the frequency of the axles (the “rotate gait,”
as the robot essentially rotates in place).
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Figure 3.8: Position of the center of mass for the “rotate gait”.

Finally, in Figure 3.9 we show the path followed when generating the third direction of
motion (having already generated forward translation and rotation). This gait, the parallel
parking gait, is the most complicated to perform, requiring that the rotor oscillate three
times for every two oscillations of the axles .

We do not yet have a complete geometric understanding of the notion of gaits. In
general, the net displacement of the mechanism that arises from periodic inputs has, as an
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Figure 3.9: Position of the center of mass for the “parallel parking gait”.

important ingredient, the geometric phase, or holonomy. The geometric phase is that part
of the motion described by the local form of the mechanical connection, A. In the case of the
snakeboard, the net displacement is a non-trivial combination of the geometric phase and
the dynamic phase. Understanding the increased complexity of the relationship between
geometric and dynamic phases for this class of systems is the subject of current research.
However, it has been found by direct calculation that different gaits can be associated with
the derivatives of the connection. When the momentum terms are not present, i.e., when
p ≡ 0 (the case of kinematic constraints), all motions are generated through this mechanism.
In the presence of momentum, however, there is a tight coupling between the geometry of
the connection and the effect of the inertia and momentum. This suggests a very strong
relationship between the geometric and dynamic phases as encoded by the connection, and
the generation of gaits.

Stability, controllability, and optimal control. Control theory adds to the study
of dynamical systems the idea that in many instances, one can directly intervene in the
dynamics rather than passively watching. For example, while Newton’s equations govern
the dynamics of a satellite, we can intervene in these dynamics by controlling onboard
gyroscopes, thrusters, or rotors. Quite often, control engineers are tempted to overwhelm
the intrinsic dynamics of a system with the controls. However, in many circumstances (fluid
control is an example—see, for example, the discussion in Bloch and Marsden [1989]) one
needs to work with the intrinsic dynamics and make use of its structure.

Two of the basic notions in control theory involve steering and stabilizability. Steering
has as its objective, the design of control inputs that guide the system from an initial position
to a desired final position, perhaps following a predefined path. One imagines manipulating
the control to achieve this, much the way one steers a car so that the desired final state is
achieved. Already this type of question has received much attention and many important
and basic questions have been answered. For example, two of the main themes that have
developed are the Lie algebraic techniques based on brackets of vector fields (in driving a car,
you can repeatedly make two alternating steering motions to produce a motion in a third
direction as one does in parallel parking) and the second based on the application of exterior
differential systems (a subject invented by Elie Cartan in the mid 1920s whose power is only
now being significantly tapped in control theory). The work of Tilbury, Murray, and Sastry
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[1993], and Walsh and Bushnell [1993], and Leonard and Krishnaprasad [1995] typify some
of the modern applications of these ideas.

We shall go into the analysis and geometry of some optimal control problems, and in
particular, the falling cat problem in the next lecture.



Lecture 4

Optimal Control and
Stabilization of Balance Systems

In this lecture we consider two problems from control theory. The first is an optimal control
problem, leading up to the falling cat theorem while the second is a stabilization problem.

Optimal control for the Heisenberg system. We first illustrate some basic techniques
in a simple example called the Heisenberg system. This example, due to Brockett [1981], is
a prototype for the falling cat problem and a variety of optimal steering problems.

The Heisenberg system is the following control system in R3 :

ẋ = u1

ẏ = u2

ż = xu2 − yu1,

where u1 and u2 are control inputs. The system may be written as

q̇ = u1g1 + u2g2

where q = (x, y, z)T , g1 = (1, 0, y)T and g2 = (0, 1,−x)T . Note that g1 and g2 are a set of
independent vector fields satisfying the constraint

ż = xẏ − yẋ.

One verifies that the Jacobi-Lie bracket of the vector fields g1 and g2 is

[g1, g2] = 2g3

where g3 = (0, 0, 1). In fact, the three vector fields g1, g2, g3 span all of R3 and, as a Lie
algebra, is just the Heisenberg algebra for the basic operators (up to scale factors) q, p and
the identity, from quantum mechanics.

By general controllability theorems (Chow’s theorem) that are closely related to the
Frobenius theorem, one knows that one can, with a suitable choice of controls u1 and u2,
steer trajectories between any two points in R3 . In particular, we are interested in the
following optimal steering problem (see Figure 4.1):

43
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x1

(0, 0, a)

x2

x3

(0, 0, 0)

Figure 4.1: An optimal steering problem.

Optimal steering problem. Given numbers a > 0 and T > 0, find time dependent
controls u1, u2 that steer the trajectory starting at (0, 0, 0) at time t = 0 to the point (0, 0, a)
after time T > 0 and that, amongst all such controls, minimizes

1
2

∫ T

0

(u2
1 + u2

2) dt.

Solution of the optimal steering problem. An equivalent formulation is the following:
minimize the integral

1
2

∫ T

0

(ẋ2 + ẏ2) dt

amongst all curves x(t) joining x(0) = (0, 0, 0) to x(T ) = (0, 0, a) that satisfy the constraint

ż = yẋ− xẏ.

The calculus of variations analogue of the Lagrange multiplier theorem states that any
solution must satisfy the Euler-Lagrange equations for the Lagrangian with a Lagrange
multiplier inserted:

L
(
x, ẋ, y, ẏ, z, ż, λ, λ̇

)
=

1
2
(
ẋ2 + ẏ2

)
+ λ (ż − yẋ+ xẏ)

The corresponding Euler-Lagrange equations are given by

ẍ− 2λẏ = 0
ÿ + 2λẋ = 0

λ̇ = 0
ż − yẋ+ xẏ = 0.

From the third equation, λ is a constant, and the first two equations state that the particle
(x(t), y(t)) moves in the plane in a constant magnetic field (pointing in the z direction, with
charge proportional to the constant λ.
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1. Note that this optimal steering problem gives rise to an interesting mechanical system,
a particle in a magnetic field.

2. Since particles in constant magnetic fields move in circles with constant speed, they
have a sinusoidal time dependence, and hence so do the controls. This has led to the
“steering by sinusoids” approach in many nonholonomic steering problems (see for
example Murray and Sastry [1993]).

The equations for x and y are linear first order equations in the velocities and are readily
solved: [

ẋ(t)
ẏ(t)

]
=
[

cos(2λt) sin(2λt)
− sin(2λt) cos(2λt)

] [
ẋ(0)
ẏ(0)

]
.

Integrating once more and using the initial conditions x(0) = 0, y(0) = 0 gives:[
x(t)
y(t)

]
=

1
2λ

[
cos(2λt)− 1 sin(2λt)
− sin(2λt) cos(2λt)− 1

][
−ẏ(0)
ẋ(0)

]
.

The other boundary condition x(T ) = 0, y(T ) = 0 gives

λ =
nπ

T
.

Using this information, we find z by integration: from ż = xẏ − yẋ and the preceding
expressions, we get

ż(t) =
1

2λ
[
−ẋ(0)2 − ẏ(0)2 + cos(2λt)(ẋ(0)2 + ẏ(0)2)

]
.

Integration from 0 to T and using z(0) = 0 gives

z(T ) =
T

2λ
[
−ẋ(0)2 − ẏ(0)2

]
.

Thus, to achieve the boundary condition z(T ) = a, one chooses

ẋ(0)2 + ẏ(0)2 = −2πna
T 2

.

One also finds that

1
2

∫ T

0

[
ẋ(t)2 + ẏ(t)2

]
dt =

1
2

∫ T

0

[
ẋ(0)2 + ẏ(0)2

]
dt

=
T

2
[
ẋ(0)2 + ẏ(0)2

]
= −πna

T
,

so that the minimum is achieved when n = −1.

Summary. The solution of the optimal control problem is given by choosing initial condi-
tions such that ẋ(0)2 + ẏ(0)2 = 2πa/T 2 and with the trajectory in the xy plane given by
the circle [

x(t)
y(t)

]
=

1
2λ

[
cos(2πt/T )− 1 − sin(2πt/T )

sin(2πt/T ) cos(2πt/T )− 1

][
−ẏ(0)
ẋ(0)

]
and with z given by

z(t) =
ta

T
− ta2 sin

(
2πt
T

)
.

Notice that any such solution can be rotated about the z axis to obtain another one.
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Falling cat problem. This problem is an abstraction of the problem of how a falling cat
should optimally (in some sense) move its body parts so that it achieves a 180◦ reorientation
during its fall.

We begin with a Riemannian manifold Q (the configuration space of the problem) with
a free and proper isometric action of a Lie group G on Q (the group SO(3) for the falling
cat). Let A denote the mechanical connection; that is, it is the principal connection whose
horizontal space is the metric orthogonal to the group orbits. The quotient space Q/G = X ,
the shape space, inherits a Riemannian metric from that on Q. Given a curve c(t) in Q, we
shall denote the corresponding curve in the base space X by r(t).

The optimal control problem under consideration is as follows:

Isoholonomic problem (falling cat problem). Fixing two points q1, q2 ∈ Q, among
all curves q(t) ∈ Q, 0 ≤ t ≤ 1 such that q(0) = q0, q(1) = q1 and q̇(t) ∈ horq(t) (horizontal
with respect to the mechanical connection A), find the curve or curves q(t) such that the
energy of the base space curve, namely,

1
2

∫ 1

0

‖ṙ‖2dt,

is minimized.

Theorem 4.1 (Montgomery [1984, 1990, 1991a]). If q(t) is a (regular) optimal trajectory
for the isoholonomic problem, then there exists a curve λ(t) ∈ g∗ such that the reduced curve
r(t) in X = Q/G together with λ(t) satisfies Wong’s equations:

ṗα = −λaBaαβ ṙβ −
1
2
∂gβγ

∂rα
pβpγ

λ̇b = −λaCadbAdαṙα

where gαβ is the local representation of the metric on the base space X; that is

1
2
‖ṙ‖2 =

1
2
gαβ ṙ

αṙβ ,

gβγ is the inverse of the matrix gαβ, pα is defined by

pα =
∂l

∂ṙα
= gαβ ṙ

β ,

and where we write the components of A as Abα and similarly for its curvature B.

Proof. As with the Heisenberg system, by general principles in the calculus of variations,
given an optimal solution q(t), there is a Lagrange multiplier λ(t) such that the new action
function defined on the space of curves with fixed endpoints by

S[q( · )] =
∫ 1

0

[
1
2
‖ṙ(t)‖2 + 〈λ(t),Aq̇(t)〉

]
dt

has a critical point at this curve. Using the integrand as a Lagrangian, identifying Ω =
Aq̇ and applying the reduced Euler-Lagrange equations from Lecture 1 to the reduced
Lagrangian

l(r, ṙ,Ω) =
1
2
‖ṙ‖2 + 〈λ,Ω〉
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then gives Wong’s equations by the following simple calculations:

∂l

∂ṙα
= gαβ ṙ

β ;
∂l

∂rα
=

1
2
∂gβγ

∂rα
ṙβ ṙγ ;

∂l

∂Ωa
= λa.

The constraints are Ω = 0 and so the reduced Euler-Lagrange equations become

d

dt

∂l

∂ṙα
− ∂l

∂rα
= −λa(Baαβ ṙβ)

d

dt
λb = −λa(Eaαbṙα) = −λaCadbAdαṙα.

But

d

dt

∂l

∂ṙα
− ∂l

∂rα
= ṗα −

1
2
∂gβγ
∂rα

ṙβ ṙγ

= ṗα +
1
2
∂gκσ

∂rα
gκβgσγ ṙ

β ṙγ

= ṗα +
1
2
∂gβγ

∂rα
pβpγ ,

and so we have the desired equations. �

Remark. There is a rich literature on Wong’s equations and it was an important ingredient
in the development of reduction theory. Some references are Sternberg [1977], Guillemin and
Sternberg [1978], Weinstein [1978], Montgomery, Marsden and Ratiu [1984], Montgomery
[1984], Koon and Marsden [1997] and Cendra, Holm, Marsden, and Ratiu [1998].

Nonholonomic optimal control. Using a synthesis of the techniques used above for the
Heisenberg system and the falling cat problem, Koon and Marsden [1997] generalized these
problems to the nonholonomic case. In addition, these methods allow one to treat the falling
cat problem even in the case that the angular momentum is not zero.

In this process the momentum equation plays the role of the constraint. It is inserted as
a first order differential constraint on the nonholonomic momentum.

Stabilizing the inverted pendulum. We next illustrate the stabilization method of
Bloch, Leonard and Marsden [1997] for a pendulum on a cart . The inverted spherical pen-
dulum is a little more complicated, but the methods also work in this case. They also work
in many other cases, such as satellites with internal rotors, underwater vehicles with rotors,
etc. (See Bloch, Leonard and Marsden [1998]). Our methods are similar in spirit to energy
methods that are proving very effective (see, e.g., Åström and Furuta [1997]).

Our idea for stabilization is to use the mechanical structure and to create an energy
extrema. Dissipation (real or control) can then convert stability to asymptotic stability .
The main complication for more complex systems such as the inverted spherical pendulum,
the satellite and the underwater vehicle are gyroscopic forces . Reduction techniques and
in particular, magenetic terms that arise from reduction are perfect tools for investigating
such problems.

Lagrangian for the cart-pendulum system. Let s denote the position of the cart on
the s-axis and let θ denote the angle of the pendulum from the upright vertical, as in Figure
4.2.
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l = pendulum length

m = pendulum bob mass

M = cart mass

g = acceleration due to gravity

Figure 4.2: The pendulum on a cart system.

The configuration space is Q = R × S1 and the velocity phase space, TQ has
coordinates (s, θ, ṡ, θ̇). The velocity of the cart relative to the lab frame is ṡ and the velocity
of the pendulum is the vector (ṡ + l cos θ θ̇,−l sin θ θ̇). Thus, the system kinetic energy
is

K((s, θ, ṡ, θ̇) =
1
2

(ṡ, θ̇)
(

M +m ml cos θ
ml cos θ ml2

)(
ṡ

θ̇

)
.

and so the Lagrangian is

L(s, θ, ṡ, θ̇) = K(s, θ, ṡ, θ̇)− V (θ),

where the potential energy is V = mgl cos θ.
The symmetry group is that of translation in the variable s, so G = R. We do not

destroy this symmetry when doing stabilization in θ.

Controlled Cart. Write the above Lagrangian as

L(s, θ, ṡ, θ̇) = 1
2

(
αθ̇2 + 2β cos θ ṡθ̇ + γṡ2

)
+D cos θ,

where γ = M + m,β = ml, α = ml2 and D = −mgl. Positive definiteness of the mass
matrix (the Riemannian metric) corresponds to αγ − β2 > 0. The momentum conjugate to
s is ps = γṡ+ β cos θ θ̇. The relative equilibrium θ = 0, θ̇ = 0 is unstable since D < 0. This
upright state is what we wish to stabilize. The equations of motion of the cart-pendulum
system subject to a control force u acting on the cart (and no direct forces on the pendulum)
are the controlled cart equations :

d

dt

∂L

∂ṡ
= u

d

dt

∂L

∂θ̇
− ∂L

∂θ
= 0

Controlled Lagrangian. The controlled Lagrangian is defined by modifying the ki-
netic energy only (potentials are reserved for tracking). Let σ be a real scalar and introduce
a one form τ = k(θ)dθ. Define

Lτ,σ =
1
2

[
αθ̇2 + 2β cos θ(ṡ+ k(θ)θ̇)θ̇ + γ(ṡ+ k(θ)θ̇)2

]
+
σ

2
γ [k(θ)]2 θ̇2 +D cos θ.
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Note that the variable ṡ is “shifted” by the one form τ and a term quadratic in θ̇ is added.
There is a general construction of new Lagrangians of this type based on changes of con-
nections (velocity shifts) and using Kaluza-Klein ideas.

The variable s is still cyclic. The associated conservation law for the controlled La-
grangian is

d

dt
ps = u := −γ d

dt
[k(θ)θ̇]

We strive to identify the term on the right hand side with the control force (the force
exerted on the cart). A (relatively miraculous) computation shows that the θ equation for
the controlled Lagrangian matches with the θ equation for the controlled cart if we choose
k(θ) = κ cos θ for a real number κ and if we choose σ = −β/(γκ). The resulting control law
is

u = γκ
(

sin θ θ̇2 + cos θ f(θ, θ̇)
)
,

where

f(θ, θ̇) =
D sin θ + θ̇2

(
β2

γ + βκ
)

cos θ sin θ

α−
(
β2

γ − βκ
)

cos2 θ
.

In linear approximation it is a proportional controller, u = constant× θ.

Stabilization. The θ dynamics is stabilized if the energy has an extremum at the equi-
librium (in this case a maximum); this leads to a condition on the “nonlinear gain” κ:

κ >
αγ − β2

βγ
> 0.

Having a maximum and not a minimum is not a problem even if dissipation is present—
simulate negative dissipation by the controller; one then gets asymptotic stability instead of
Liapunov stability.

Summary for the inverted pendulum. We get a stabilizing feedback control law (an
expression for the control force needed as a function of the state of the pendulum) provided κ
is chosen to satisfy the preceding inequality. Stability is determined by energy considerations.
This procedure allows one to discover the stabilizing control law as long as one has a rich
class of controlled Lagrangians to work with. Our theory provides such a class.

This approach is attractive because it is done within the context of mechanics; one can
understand the stabilization in terms of the effective creation of an energy extremum.

One can still ask many questions about this construction, such as: the role of damping,
the swing-up problem, the efficiency and energy consumption of the method, etc. These
issues are not all settled.

For problems with nonholonomic constraints (like a bicycle) there is reason to believe
that a similar construction will work. This is based on recent advances in the geometry of
nonholonomic systems and the associated stability theory.

A rigid body with a symmetric rotor. Now we give another stabilization problem
that is solved by the same technique as the inverted pendulum. This example, investigated
by Bloch, Krishnaprasad, Marsden and Sanchez [1992], provided a main motivation for the
general approach of controlled Lagrangians.



Lecture 4 Optimal Control and Stabilization of Balance Systems 50

spinning rotor

rigid carrier

Figure 4.3: A rigid body with a rotor aligned on the long axis.

Consider a carrier rigid body with a rotor aligned along the third principal axis. The
rotor spins under the influence of a torque u, as in figure 4.3.

The equations of motion are

Π̇ = Π× Ω, l̇ = u

where I1 > I2 > I3 are the carrier moments of inertia, J1 = J2 and J3 are the rotor moments
of inertia, Ω = (Ω1,Ω2,Ω3) are the carrier angular velocity, and α is the relative angle of
the rotor . The body angular momenta are given by

Π1 = λ1Ω1; Π2 = λ2Ω2

Π3 = λ3Ω3 + J3α̇; l3 = J3(Ω3 + α̇)

where λi = Ii + Ji.
The equations in components read

Π̇1 =
(

1
I3
− 1
λ2

)
Π2Π3 −

l3Π2

I3

Π̇2 =
(

1
λ1
− 1
I3

)
Π1Π3 +

l3Π1

I3

Π̇3 =
(

1
λ2
− 1
λ1

)
Π1Π2

l̇3 = u.

If u = 0, then l3 is a constant of motion and the remaining equations are Hamiltonian
(Lie-Poisson) with

H =
1
2

(
Π2

1

λ1
+

Π2
2

λ2
+

(Π3 − l3)2

I3

)
+

1
2
l23.

We use the feedback control law :

u = k

(
1
λ2
− 1
λ1

)
Π1Π2,
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where k is a gain parameter . The system retains the S1 symmetry and Pk = l3 − kΠ3 is a
new conserved quantity. The closed loop equations (eliminating the rotor variable) are

Π̇1 = Π2

(
(1− k)Π3 − Pk

I3

)
− Π3Π2

λ2

Π̇2 = −Π1

(
(1− k)Π3 − Pk

I3

)
+

Π1Π3

λ1

Π̇3 =
(

1
λ2
− 1
λ1

)
Π1Π2.

These equations are still Hamiltonian with

H =
1
2

(
Π2

1

λ1
+

Π2
2

λ2
+

((1− k)Π3 − Pk)2

(1− k)I3

)
+

1
2

P 2
k

J3(1− k)
,

using the Lie-Poisson (rigid body) Poisson structure on so(3)∗.
Noteworthy special cases are

1. k = 0, the uncontrolled case,

2. k = J3/λ3, the driven case, where α̇ = constant.

How this fits into the general scheme of controlled Lagrangians. Start with the
free Lagrangian:

L0 =
1
2

(λ1Ω2
1 + λ2Ω2

2) +
1
2
I3Ω2

3 +
1
2
J3(Ω3 + α̇)2.

Consider the conserved quantity

P0 = J3(Ω3 + α̇) = l3

associated with the S1 action (rotor symmetry). Choose a horizontal one form to change
the connection:

τ = rΩ3

for a suitable constant r. Now construct a new Lagrangian obtained by replacing α̇ by
α̇+ τQ and modifying the metrics on the horizontal and vertical spaces using two scalars σ
and ρ to produce a controlled Lagrangian Lτ,σ,ρ.

With suitable r, σ, ρ, the momentum conjugate to α for this Lagrangian is Pk (up to
a factor) and the resulting Euler-Poincaré equations give the feedback controlled system!
Thus, our construction explains the otherwise “strange” Lagrangian and Hamiltonian struc-
tures found earlier by hand. This construction also works for the stabilization problem for
underwater vehicle dynamics, discussed in Lecture 2. For details, see Bloch, Leonard and
Marsden [1998].

Stabilization. With the control problem in Hamiltonian form, we can use the energy-
Casimir method for stability. Let P = 0 and consider the equilibrium (0,M, 0). For k >
1−J3/λ2, this equilibrium is stable. This is proved by consideringH+C where C = ϕ(||Π||2).
Pick ϕ so that

δ(H + C)|(0,M,0) = 0.
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One computes that δ2(H + C) is negative definite if k > 1− J3/λ2 and ϕ′′(M2) < 0.
The phase portrait is that of the standard rigid body for the uncontrolled case where

k = 0 (see Lecture 1). The feedback control in effect modifies the Lagrangian to interchange
the moments of inertia of the system. The stabilization that takes place as the gain is
increased can be viewed in terms of a modification of the phase portrait of the rigid body.
See Figure 4.4.

k ≈ 1 – (J3/λ2) k > 1 – (J3/λ2)0 < k < 1 – (J3/λ2)

Figure 4.4: Stabilization by feedback.



Lecture 5

Variational Integrators

For conservative mechanical systems with symmetry, it is of interest to develop numeri-
cal schemes that preserve this symmetry, so that the associated conserved quantities are
preserved exactly by the integration process. One would also like the algorithm to preserve
either the Hamiltonian or the symplectic structure—one cannot expect to do both in general,
as we shall show below. There is numerical evidence1 that these mechanical integrators per-
form especially well for long time integrations, in which chaotic dynamics can be expected.
Some standard algorithms can introduce spurious effects (such as nonexistent chaos or in-
correct dissipation) in long integration runs.2 We use the term mechanical integrator for
an algorithm that respects one or more of the fundamental properties of being symplectic,
preserving energy, or preserving the momentum map.

Symplectic integrators have been successfully used in a wide range of interesting appli-
cations from molecular dynamics to integrations of the solar system.

Basic definitions and examples. By an algorithm on a phase space P we mean a
collection of maps Fτ : P → P (usually depending smoothly on τ ∈ R for small τ > 0 and
z ∈ P ). Sometimes we write zk+1 = Fτ (zk) for the algorithm and we write ∆t or h for the
step size τ . We say that the algorithm is consistent or is first order accurate with a
vector field X on P if

d

dτ
Fτ (z)

∣∣∣∣
τ=0

= X(z). (5.1)

Higher order accuracy is defined similarly by matching higher order derivatives. We say
that the algorithm is convergent when

lim
n→∞

(Ft/n)n(z) = ϕt(z) (5.2)

where ϕt is the flow of X . There are some general theorems guaranteeing convergence, with
an important hypothesis being stability ; i.e., (Ft/n)n(z) must remain close to z for small
t and all n = 1, 2, . . . . We refer to Chorin, Hughes, Marsden and McCracken [1978] and
Abraham, Marsden and Ratiu [1988] for details. An example of this is the (Lie-Trotter)
product formula

et(A+B) = lim
n→∞

(etA/netB/n)n (5.3)

1See, for example Channell and Scovel [1990], Marsden, O’Reilly, Wicklin and Zombro [1991], Pullin and
Saffman [1991] and articles in Marsden, Patrick and Shadwick [1996].

2See, for example, Reinhall, Caughey, and Storti [1989].

53
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which is a time splitting method for solving ẋ = Ax + Bx by iterating, in an alternating
fashion, the solutions of ẋ = Ax and ẋ = Bx.

An algorithm Fτ is

1. a symplectic integrator if each Fτ is symplectic,

2. an energy integrator if H ◦ Fτ = H (where X = XH),

3. a momentum integrator if J◦Fτ = J, where J is the momentum map for the action
of a Lie group G.

If Fτ has one or more of these properties, we call it a mechanical integrator . Notice that
if an integrator has one of these three properties, then so does any iterate of it, since these
properties are preserved by composition.

There are several ways that have been employed to find mechanical integrators. For
example, one can search amongst existing algorithms and find ones with special algebraic
properties that make them symplectic or energy-preserving. Alternatively, one can attempt
to design mechanical integrators from scratch. Here are some simple examples:

Example 1. A first order explicit symplectic scheme in the plane is given by the map
(q0, p0) 7→ (q, p) defined by

q = q0 + (∆t)p0

p = p0 − (∆t)V ′(q0 + (∆t)p0). (5.4)

This map is a first order approximation to the flow of Hamilton’s equations for the Hamil-
tonian H = (p2/2) + V (q). Here, one can verify by direct calculation that this scheme is
symplectic. �

Example 2. An implicit, symplectic, second order accurate scheme in the plane for the
same Hamiltonian as in Example 1 is

q = q0 + (∆t)(p+ p0)/2
p = p0 − (∆t)V ′((q + q0)/2). � (5.5)

Shortly we shall see how to construct such algorithms systematically, but for now just
regard them as illustrative. The next example shows that the second order accurate mid-
point rule is symplectic (Feng [1986]). This algorithm is also useful in developing almost
Poisson integrators (Austin, Krishnaprasad and Wang [1993]).

Example 3. In a symplectic vector space the following mid point rule for a Hamiltonian
vector field XH is symplectic:

zk+1 − zk
∆t

= XH

(
zk + zk+1

2

)
. (5.6)

Notice that for small ∆t the map given implicitly by this equation is well defined by the
implicit function theorem. One way to show that it is symplectic, is to use the fact that the
Cayley transform S of an infinitesimally symplectic linear map A, namely

S = (1− λA)−1 (1 + λA) (5.7)
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is symplectic if 1− λA is invertible for some real λ. To apply this to our situation, rewrite
the algorithm (5.6) as

Fτ (z)− z − τXH

(
z + Fτ (z)

2

)
= 0. (5.8)

Letting S = DFτ (z) and A = DXH

(
z+Fτ (z)

2

)
we get, by differentiation of equation (5.8)

with respect to z, S−1− 1
2τA(1+S) = 0; i.e., (5.7) holds with λ = τ/2. Thus, (5.6) defines

a symplectic scheme. �

Example 4. Here is an example of an implicit energy preserving algorithm from Chorin,
Hughes, Marsden and McCracken [1978]. Consider a Hamiltonian system for q ∈ Rn and
p ∈ Rn :

q̇ =
∂H

∂p
, ṗ = −∂H

∂q
. (5.9)

Define the following implicit scheme

qn+1 = qn + ∆t
H(qn+1,pn+1)−H(qn+1,pn)

λT (pn+1 − pn)
λ, (5.10)

pn+1 = pn −∆t
H(qn+1,pn)−H(qn,pn)

µT (qn+1 − qn)
µ, (5.11)

where

λ =
∂H

∂p
(αqn+1 + (1− α)qn, βpn+1 + (1− β)pn), (5.12)

µ =
∂H

∂q
(γqn+1 + (1− γ)qn, δpn+1 + (1− δ)pn), (5.13)

and where α, β, γ, δ are arbitrarily chosen constants in [0, 1].
The proof of conservation of energy is simple: From (5.10), we have

(qn+1 − qn)T (pn+1 − pn) = ∆t(H(qn+1,pn+1)−H(qn+1,pn)), (5.14)

and from (5.11)

(pn+1 − pn)T (qn+1 − qn) = −∆t(H(qn+1,pn)−H(qn,pn)). (5.15)

Subtracting (5.15) from (5.14), we obtain

H(qn+1,pn+1) = H(qn,pn). (5.16)

This algorithm is checked to be consistent. In general, it is not symplectic. �
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Example 5. Let us apply the product formula idea to the simple pendulum. The equations
are

d

dt

(
ϕ
p

)
=
(
p
0

)
+
(

0
− sinϕ

)
.

Each vector field can be integrated explicitly to give maps

Gτ (ϕ, p) = (ϕ+ τp, p)

and

Hτ (ϕ, p) = (ϕ, p− τ sinϕ)

each of which is symplectic. Thus, the composition Fτ = Gτ ◦Hτ , namely,

Fτ (q, p) = (ϕ + τp− τ2 sinϕ, p− τ sinϕ)

is a first order symplectic scheme for the simple pendulum. It is closely related to the
standard map. The orbits of Fτ need not preserve energy and they may be chaotic, while
the trajectories of the simple pendulum are of course not chaotic. �

We refer to the cited references, and to Ruth [1983], Feng [1986], Sanz-Serna [1988],
Sanz-Serna and Calvo [1994] and references therein for more examples, including symplectic
Runge-Kutta schemes. Product formula techniques are also discussed in McLachlan and
Scovel [1996].

Limitations on mechanical integrators. A number of algorithms have been developed
specifically for integrating Hamiltonian systems to conserve the energy integral, but without
attempting to capture all of the details of the Hamiltonian structure (see Example 4 above
and also Stofer [1987] and Greenspan [1974, 1984]). In fact, some of the standard energy-
conservative algorithms have poor momentum behavior over moderate time ranges. This
makes them unsuitable for problems in satellite dynamics for example, where the exact
conservation of a momentum integral is essential to problems in attitude control.

One can get angular momentum drift in energy-conservative simulations of, for example,
rods that are free to vibrate and rotate. To control such drifts and attain the high levels of
computational accuracy demanded by automated control mechanisms, one would be forced
to reduce computational step sizes to such an extent that the numerical simulation would
be prohibitively inefficient. Similarly, if one attempts to use a standard energy-conservative
algorithm to simulate both the rotational and vibrational modes of a freely moving flexible
rod, the algorithm may predict that the rotational motion will come to a virtual halt after
only a few cycles! For a documented simulation of a problem with momentum conservation,
see Simo and Wong [1989]. Unless one designs the algorithms carefully, in the process of
enforcing energy conservation, one could upset conservation of angular momentum.

What may seem surprising is that all of the implicit members of the Newmark family,
perhaps the most widely used time-stepping algorithms in nonlinear structural dynamics,
are not designed to conserve energy and also fail to conserve momentum. Among the ex-
plicit members, only the central difference method preserves momentum. The proof of these
results is in Simo, Tarnow and Wong [1991]; in fact, central difference schemes are varia-
tional in the sense of Veselov which we shall explain below, and this may be viewed as one
explanation for why they preserve momentum.

In traditional integrators, much attention has been paid to energy conservation proper-
ties, some, as we have noted to momentum conservation, and even less to conserving the
symplectic or Poisson structure. However, one can imagine that it is also quite important.
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Given the importance of conserving integrals of motion and the important role played
by the Hamiltonian structure in the reduction procedure for a system with symmetry, one
might hope to find an algorithm that combines all of the desirable properties: conservation
of energy, conservation of momenta (and other independent integrals), and conservation of
the symplectic structure. However, one cannot do all three of these things at once unless
one relaxes one or more of the conditions in the following sense:

Proposition 5.1 (Ge and Marsden [1988]) If an algorithm for a given Hamiltonian system
XH with a symmetry group G is energy preserving, symplectic, momentum preserving and
G-equivariant and if the dynamics of XH is nonintegrable on the reduced space (in the sense
spelled out in the proof ) then the algorithm already gives the exact solution of the given
problem up to a time reparametrization.

Proof Suppose F∆t is our symplectic algorithm of the type discussed above, and consider
the application of the algorithm to the reduced phase space. We assume that the Hamil-
tonian H is the only integral of motion of the reduced dynamics (i.e., all other integrals
of the system have been found and taken out in the reduction process in the sense that
any other conserved quantity (in a suitable class) is functionally dependent on H. Since
F∆t is symplectic it is the ∆t-time map of some time-dependent Hamiltonian function K.
Now assume that the symplectic map F∆t also conserves H for all values of ∆t. Thus
{H,K} = 0 = {K,H}. The latter equation implies that K is functionally dependent on H
since the flow of H (the “true dynamics”) had no other integrals of motion. The functional
dependence of K on H in turn implies that their Hamiltonian vector fields are parallel, so
the flow of K (the approximate solution) and the flow of H (the exact solution) must lie
along identical curves in the reduced phases space; thus the flows are equivalent up to time
reparametrization. �

Colloqually speaking, this result means that it is unlikely one can find an algorithm that
simultaneously conserves the symplectic structure, the momentum map, and the Hamilto-
nian. It is tempting (but probably wrong) to guess from this that one can monitor accuracy
by keeping track of all three. However, for small time steps, symplectic integrators have
surrogate Hamiltonians as shown by Neistdadt [1984]; one gets nearby exactly con-
served energy functions with errors that are exponentially small (presumably below round
off errors) in the time step.

Non-symplectic algorithms that conserve both momentum and energy have been studied
by Simo and Tarnow [1992], Simo and Wong [1989] and Austin, Krishnaprasad and Wang
[1993]. Dissipative effects can often be dealt with by means of product formulas. See Armero
and Simo [1992, 1993, 1996] for example.

Variational methods. Symplectic-momentum integrators can be simply and naturally
constructed by means of discretizations of Hamilton’s principle following ideas of Veselov
[1988, 1991]. We shall explain this procedure following the exposition of Wendlandt and
Marsden [1997].

The emphasis here is on simplicity: the theory and practice are easy! For example, they
can be much simpler to use and implement than generating function methods (although the
two techniques are closely related theoretically).

Variational integrators include the popular Verlet methods and shake algorithms as spe-
cial cases. The methods also handle constraints in a simple way—this is one of the sterling
features of the variational technique.

The methods generalize to pde’s using multisymplectic geometry with the result being
a class of multisymplectic momentum integrators. One obtains, in a natural way,
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spacetime integrators. See Marsden, Patrick and Shkoller [1998] for details and numerical
examples.

There is still lots to do in this area! A goal is to continue developing the theory and to
implement multisymplectic integrators for various interesting pde systems, such as those for
nonlinear optics (the NLS equation), MHD, ocean dynamics, etc.

The discrete variational principle. We now discuss discrete variational principles
(DVP) which lead to evolution algorithms analogous to the Euler-Lagrange equations from
mechanics. As we shall see, an algorithm is implicitly determined by the associated discrete
Euler-Lagrange(DEL) equations. Let us now explain how this works.

Given a configuration space Q, a discrete Lagrangian is a map

L : Q×Q→ R.

In practice, L is obtained by approximating a given Lagrangian, but regard L as given for
the moment. The time step information will be contained in L.

For a positive integer N , the action sum is the map S : QN+1 → R defined by

S=
N−1∑
k=0

L (qk+1, qk) ,

where qk ∈ Q and k is a nonnegative integer. The action sum is the discrete analog of the
action integral in mechanics.

The discrete variational principle states that the evolution equations extremize the
action sum given fixed end points, q0 and qN . Extremizing S over q1, · · · , qN−1 leads to the
DEL equations:

D2L (qk+1, qk) +D1L (qk, qk−1) = 0

for all k = 1, · · · , N − 1. We can write this equation in terms of a discrete algorithm

Φ : Q×Q→ Q×Q

defined implicitly by

D2L ◦ Φ +D1L = 0,

i.e.,

Φ (qk, qk−1) = (qk+1, qk) .

If, for each q ∈ Q,D2L(q, q) : TqQ → T ∗qQ is invertible, then D2L : Q × Q → T ∗Q is
locally invertible and so the algorithm Φ, which flows the system forward in discrete time,
is well defined for small time steps.

In coordinates, qi on Q, the DEL equations are

∂L

∂qik
◦ Φ (qk+1, qk) +

∂L

∂qik+1

(qk+1, qk) = 0

i.e.,

∂L

∂qik+1

(qk+2, qk+1) +
∂L

∂qik+1

(qk+1, qk) = 0.
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The algorithm is symplectic. To explain the sense in which the algorithm is symplectic,
first define the fiber derivative by

FL : Q×Q→ T ∗Q; (q1, q0) 7→ (q0, D2L (q1, q0))

and define the 2-form ω on Q×Q by pulling back the canonical 2-form on T ∗Q:

ω = FL
∗ (ΩCAN) .

The fiber derivative is analogous to the standard Legendre transform. The coordinate
expression for ω is:

ω =
∂2L

∂qik∂q
j
k+1

(qk+1, qk) dqik ∧ dq
j
k+1.

Theorem 5.2 The algorithm Φ exactly preserves the symplectic form ω.

One proof of this is to simply verify it with a straightforward calculation—see Wendlandt
and Marsden [1997] for the details. Another is to derive this information directly from the
variational structure. We will come back to this shortly.

The algorithm preserves momentum. Recall that Noether’s theorem states that a
continuous symmetry of the Lagrangian leads to conserved quantities, as with linear and
angular momentum. A nice way to derive these conservation laws (the way Noether did it)
is to use the invariance of the variational principle.

Let the discrete Lagrangian be invariant under the action of a Lie group G on Q, and
let ξ ∈ g, the Lie algebra of G. By analogy with the continuous case, define the discrete
momentum map, J : Q×Q→ g∗ by

〈J(qk+1, qk), ξ〉 := 〈D2L(qk+1 , qk), ξQ(qk)〉 ,

Theorem 5.3 The algorithm Φ exactly preserves the momentum map.

The discrete momentum map J is equivariant with respect to the action of G on Q×Q
and the coadjoint action of G on g∗. We also note that the algorithm Φ can be obtained
by using −L as a generating function. Again, one can check this by a calculation or by
invoking invariance of the variational principle—which we will indicate below.

Construction of mechanical integrators. We show how to construct integrators in a
practical manner by enforcing the constraints through Lagrange multipliers . (Wendlandt
and Marsden [1997] also discuss the Jacobian used to solve the nonlinear equations; the
constrained coordinate formulation has a special structure that can be exploited to increase
simulation efficiency, as well as local truncation error and solvability.)

Assume that we have a mechanical system with a constraint manifold, Q ⊂ V , where V
is a real finite dimensional vector space, and that we have an unconstrained Lagrangian, L :
TV → R which, by restriction of L to TQ, defines a constrained Lagrangian, Lc : TQ→
R. Roughly speaking, V is a containing vector space in which the computer arithmetic will
take place. In particular, coordinate charts on Q are not chosen for this purpose. In fact,
apart from the use of the containing vector space V , the algorithms developed here are
independent of the use of coordinates on Q.

We also assume that we have a vector valued constraint function , g : V → Rk , such
that our constraint manifold is given by g−1(0) = Q ⊂ V , with 0 a regular value of g. The
dimension of V is denoted n, and therefore, the dimension of Q is m = n− k.
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Define a discrete, unconstrained Lagrangian , L : V × V → R by

L(y, x) = L

(
y + x

2
,
y − x
h

)
,

where h ∈ R+ is the time step. (This is not the only possible choice but it is one that leads
to a second order accurate algorithm.) The unconstrained action sum is defined by

S=
N−1∑
k=0

L (vk+1, vk) .

Extremize S : V N+1 → R subject to the constraint that vk ∈ Q ⊂ V for k = 1, · · · , N − 1,
i.e., solve

D2L (vk+1, vk) +D1L (vk, vk−1) + λTkDg (vk) = 0

(no sum on k) with g (vk) = 0 for k = 1, · · · , N − 1. Here λk are Lagrange multipliers,
chosen to enforce the constraints.

Summary. The algorithm is defined by starting with vk and vk−1 in Q ⊂ V , i.e.,
g (vk) = 0 and g (vk−1) = 0, and solving

D2L (vk+1, vk) +D1L (vk, vk−1) + λTkDg (vk) = 0

subject to g (vk+1) = 0, for vk+1 and λk.
In terms of the unconstrained Lagrangian, the algorithm reads as follows:

1
h

[
∂L

∂v̇

(
vk + vk−1

2
,
vk − vk−1

h

)
− ∂L

∂v̇

(
vk+1 + vk

2
,
vk+1 − vk

h

)]
+

1
2

[
∂L

∂v

(
vk + vk−1

2
,
vk − vk−1

h

)
+
∂L

∂v

(
vk+1 + vk

2
,
vk+1 − vk

h

)]
+DTg (vk)λk = 0

together with g (vk+1) = 0.

Example. If the continuous Lagrangian is

L(q, q̇) =
1
2
q̇TMq̇ − V (q)

with constraint g(q) = 0, where M is a constant mass matrix, and V is the potential energy,
then the DEL equations are

M

(
vk+1 − 2vk + vk−1

h2

)
+

1
2

(
∂V

∂q

(
vk+1 + vk

2

)
+
∂V

∂q

(
vk + vk−1

2

))
−DTg (vk)λk = 0

with g (vk+1) = 0.
These algorithms produce the Verlet and shake algorithms as special cases, as is discussed

in Wendlandt and Marsden [1997]. The following result is very plausible: it states that the
earlier intrinsic construction is coincident with this construction using constraints.
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Theorem 5.4 The algorithm defined using Lagrange multipliers coincides with that defined
intrinsically using the constrained discrete Lagrangian on Q × Q, so it is symplectic and
momentum preserving.

The examples treated in Wendlandt and Marsden [1997] are simple ones, the double
spherical pendulum (dsp) and the rigid body. The former example is interesting because of
its chaotic dynamics and pattern evocation phenomenon (Marsden and Scheurle [1995]).

Both are constrained systems and may be readily integrated by the above methods.
Numerical issues such as cpu time and accuracy are also discussed, as well as the comparison
of these methods with energy-momentum methods. For the rigid body, we use quaternions
to handle the constraints but this was just for illustration and of course one could handle
the constraints directly using SO(3) ⊂ GL(3) as well. The following figure from one of the
dsp calculations shows the surrogate energy phenomenon.
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Figure 5.1: Energy and multipliers versus time for the dsp simulation.

An intrinsic variational viewpoint. Recall that given a Lagrangian function L : TQ→
R, we construct the corresponding action functional S on C2 curves q(t) by (using
coordinate notation)

S
(
q(·)
)
≡
∫ b

a

L

(
qi(t),

dqi

dt
(t)
)
dt. (5.17)

The action functional depends on a and b, but this is not explicit in the notation. Hamilton’s
principle seeks the curves q(t) for which the functional S is stationary under variations of
qi(t) with fixed endpoints. It will be useful to recall this calculation; namely, we seek curves
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q(t) which satisfy

dS
(
q(t)

)
· δq(t) ≡ d

dε

∣∣∣∣
ε=0

S
(
q(t) + εδq(t)

)
= 0 (5.18)

for all δq(t) with δq(a) = δq(b) = 0. Abbreviating qε ≡ q + εδq, and using integration by
parts, the calculation is

dS
(
q(t)

)
· δq(t) =

d

dε

∣∣∣∣
ε=0

∫ b

a

L

(
qiε(t),

dqiε
dt

(t)
)
dt

=
∫ b

a

δqi
(
∂L

∂qi
− d

dt

∂L

∂q̇i

)
dt+

∂L

∂q̇i
δqi
∣∣∣∣b
a

. (5.19)

The last term in (5.19) vanishes since δq(a) = δq(b) = 0, so that the requirement (5.18) for
S to be stationary yields the Euler-Lagrange equations

∂L

∂qi
− d

dt

∂L

∂q̇i
= 0. (5.20)

Recall that L is called regular when the matrix [∂2L/∂q̇i∂q̇j] is everywhere a nonsingular
matrix and in this case, the Euler-Lagrange equations are second order ordinary differential
equations.

Since the action (5.17) is independent of the choice of coordinates, the Euler-Lagrange
equations are coordinate independent as well. Consequently, it is natural that the Euler-
Lagrange equations may be intrinsically expressed using the language of differential geome-
try. This intrinsic development of mechanics is now standard, and can be seen, for example,
in Arnold [1989], Abraham and Marsden [1978], and Marsden and Ratiu [1998].

The canonical 1-form on the 2n-dimensional cotangent bundle T ∗Q is defined by

Θ0(αq)wαq ≡ αq · TπQwαq ,

where αq ∈ T ∗qQ, and wαq ∈ TαqT ∗Q, and πQ : T ∗Q→ Q is the projection. The Lagrangian
L intrinsically defines a fiber preserving bundle map FL : TQ → T ∗Q, the Legendre
transformation, by vertical differentiation:

FL(vq )wq ≡
d

dε

∣∣∣∣
ε=0

L(vq + εwq).

One normally defines the Lagrange 1-form on TQ by pull-back ΘL ≡ FL∗Θ0, and the
Lagrange 2-form by ΩL = −dΘL. We then seek a vector field XE (called the Lagrange
vector field) on TQ such that XE ΩL = dE, where the energy E is defined by E(vq) ≡
FL(vq )vq − L(vq). A number of these definitions can be given a little more directly on TQ,
without resorting to T ∗Q, but it amounts to the same thing.

If FL is a local diffeomorphism then XE exists and is unique, and its integral curves
solve the Euler-Lagrange equations. In addition, the flow Ft of XE is symplectic; that is,
preserves ΩL: F ∗t ΩL = ΩL. These facts are usually proved using differential forms and Lie
derivatives.

Despite the compactness and precision of this differential-geometric approach, it is dif-
ficult to motivate and also is not entirely contained on the Lagrangian side. The canonical
1-form Θ0 seems to appear from nowhere, as does the Legendre transform FL.
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The variational approach. Besides being more faithful to history, more and more, one is
finding that there are advantages to staying on the “Lagrangian side”. Many examples can
be given, but the theory of Lagrangian reduction discussed in lecture 1 (the Euler-Poincaré
equations being an instance) and associated control issues discussed in lectures 3 and 4 are
examples. Other examples are the direct variational approach to questions in black hole
dynamics given by Wald [1993] and the development of variational asymptotics (see Holm
[1996], Holm, Marsden and Ratiu [1998b], and references therein). In such studies, it is the
variational principle that is the center of attention.

One can derive in a natural way the entire differential geometric structures, including
momentum mappings, directly from the variational approach. This development begins by
removing the endpoint condition δq(a) = δq(b) = 0. Equation (5.19) becomes

dS
(
q(·)
)
· δq(·) =

∫ b

a

δqi
(
∂L

∂qi
− d

dt

∂L

∂q̇i

)
dt+

∂L

∂q̇i
δqi
∣∣∣∣b
a

, (5.21)

but now the left side operates on more general δq and the last term on the right side need
not vanish. That last term of (5.21) is a linear pairing of the function ∂L/∂q̇i, a function of
qi and q̇i, with the tangent vector δqi. Thus, one may consider it a 1-form on TQ; namely
the 1-form (∂L/∂q̇i)dqi. This is exactly the Lagrange 1-form, and we can summarize this
as follows:

Theorem 5.5 Given a Ck Lagrangian L, k ≥ 2, there exists a unique Ck−2 mapping
DELL : Q̈→ T ∗Q, defined on the second order submanifold

Q̈ ≡
{
d2q

dt2
(0) ∈ T 2Q

∣∣∣∣ q is a C2 curve in Q

}
of T 2Q, and a unique Ck−1 1-form ΘL on TQ, such that, for all C2 variations qε(t),

dS
(
q(·)
)
· δq(·) =

∫ b

a

DELL

(
d2q

dt2

)
· δq dt+ ΘL

(
dq

dt

)
· δ̂q
∣∣∣∣b
a

, (5.22)

where

δq(t) ≡ d

dε

∣∣∣∣
ε=0

qε(t), δ̂q(t) ≡ d

dε

∣∣∣∣
ε=0

d

dt

∣∣∣∣
t=0

qε(t).

The 1-form so defined is a called the Lagrange 1-form.

Indeed, uniqueness and local existence are consequences of the calculation (5.19), and
the coordinate independence of the action, and then global existence follows.

Thus, using the variational principle, the Lagrange 1-form ΘL is the “boundary part” of
the the functional derivative of the action when the boundary is varied. The analogue of the
symplectic form is the (negative of) exterior derivative of ΘL; i.e., ΩL ≡ −dΘL.

Lagrangian flows are symplectic. One of Lagrange’s basic discoveries was that the
solutions of the Euler-Lagrange equations give rise to a symplectic map. It is a curious
twist of history that he did this without the machinery of either differential forms, of the
Hamiltonian formalism or of Hamilton’s principle itself. (See Marsden and Ratiu [1998] for
an account of this history.)

Assuming that L is regular, the variational principle gives as we have seen, coordinate
independent second order ordinary differential equations. We temporarily denote the vector
field on TQ so obtained by X , and its flow by Ft. Consider the restriction of S to the
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subspace CL of solutions of the variational principle. The space CL may be identified with
the initial conditions for the flow; to vq ∈ TQ, we associate the integral curve s 7→ Fs(vq),
s ∈ [0, t]. The value of S on that curve is denoted by St, and again called the action . We
thus regard St as a real valued function on TQ. The fundamental equation (5.22) becomes

dSt(vq)wvq = ΘL

(
Ft(vq)

)
· d
dε

∣∣∣∣
ε=0

Ft(vq + εwvq)−ΘL(vq) · wvq ,

where ε 7→ vq + εwvq symbolically represents any curve at vq with derivative wvq . We have
thus derived the equation

dSt = F ∗t ΘL −ΘL. (5.23)

Taking the exterior derivative of (5.23) yields the fundamental fact that the flow of X is
symplectic:

0 = ddSt = d(F ∗t ΘL −ΘL) = −F ∗t ΩL + ΩL

which is equivalent to F ∗t ΩL = ΩL. Thus, using the variational principle, the analogue that
the evolution is symplectic is the equation d2 = 0, applied to the action restricted to space
of solutions of the variational principle. Equation (5.23) also provides the differential-
geometric equations for X . Indeed, one time derivative of (5.23) gives dL = £XΘL so
that

X ΩL = −X dΘL = −£XΘL + d(X ΘL) = d(X ΘL − L) = dE,

if we define E ≡ X ΘL − L. Thus, we quite naturally find that X = XE .
Of course, this set up also leads directly to Hamilton-Jacobi theory, which was one of

the ways in which symplectic integrators were developed (see McLachlan and Scovel [1996]
and references therein.) However, we shall not pursue this aspect of the theory.

Momentum maps. Suppose that a Lie group G, with Lie algebra g, acts on Q, and hence
on curves in Q, in such a way that the action S as defined by (5.17) is invariant. This is
implied by, (but does not imply) that L itself is invariant3. Clearly, G sends solutions of
the variational principle to themselves, so the action of G restricts to CL, and the action
commutes with Ft. Denoting the infinitesimal generator of ξ ∈ g on TQ by ξTQ, we have
by (5.23),

0 = ξTQ dSt = ξTQ (F ∗t ΘL −ΘL) = F ∗t (ξTQ ΘL)− ξTQ ΘL. (5.24)

For ξ ∈ g, define Jξ : TQ → R by Jξ ≡ ξTQ ΘL. Then (5.24) says the Jξ is an integral
of the flow of XE . We have arrived at a version of Noether’s theorem (actually rather close
to the original derivation of Noether): Using the variational principle, Noether’s theorem
results from the infinitesimal invariance of the action restricted to space of solutions of the
variational principle. The conserved momentum associated to a Lie algebra element ξ is
Jξ = ξ ΘL, where ΘL is the Lagrange one-form.

Reformulation in terms of first variations. We have seen that symplecticity of the
flow and Noether’s theorem result from restricting the action to the space of solutions. The
tacit assumption is that the space of solutions is a manifold in some appropriate sense. This
is a potential problem, since solution spaces for field theories are known to have singularities

3The distinction is sometimes important. See Olver [1986] for a discussion.
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(see, eg, Arms, Marsden and Moncrief [1982]). We now show how this problem can be
avoided.

Given a solution q(t) ∈ CL, a first variation at q(t) is a vector field V on Q along q(t)
that is the derivative of some curve in CL at q(t). When CL is a manifold, a first variation
is just a vector at q(t) tangent to CL. Temporarily define α ≡ dS−ΘL where by abuse of
notation ΘL is the one form on C defined by

ΘL

(
q(t)

)
δq(t) ≡ ΘL(b)δq(b)−ΘL(a)δq(a).

Then CL is defined by α = 0 and we have the equation

dS = α+ ΘL,

so if V and W are first variations at q(t), we obtain

0 = V W d2S = V W dα+ V W dΘL. (5.25)

We have the identity

dα(V,W )
(
q(t)

)
= V

(
α(W )

)
−W

(
α(V )

)
− α([V,W ]), (5.26)

which we will use to evaluate (5.25) at the curve ≡ q(t). Let qVε (t) be a family of solutions
tangent to V at ε = 0. For the first term of (5.26), we have

V
(
α(W )

)(
q(t)

)
=

d

dε

∣∣∣∣
ε=0

α(W )(qVε ),

which vanishes, since α is zero along qVε for every ε. Similarly the second term of (5.25)
at q(t) also vanishes, while the third term of vanishes since α

(
q(t)

)
= 0. Consequently,

symplecticity of the the Lagrangian flow Ft may be written

V W dΘL = 0,

for all first variations V and W . This formuation is valid whether or not the solution
space is a manifold, and it does not explicitly refer to any temporal notion. Similarly,
Noether’s theorem may be written in this way. Summarizing, using the variational principle,
the analogue that the evolution is symplectic is the equation d2S = 0 restricted to first
variations of the space of solutions of the variational principle. The analogue of Noether’s
theorem is infinitesimal invariance of dS restricted to first variations of the space of solutions
of the variational principle.

The variational route to the differential-geometric formalism has obvious pedagogical
advantages. More than that, however, it systematizes searching for the corresponding for-
malism in other contexts. In fact, Marsden, Patrick and Shkoller [1998] show how this works
in the context of classical field theory and multisymplectic geometry; i.e., for Lagrangian
and Hamiltonian pde’s such as nonlinear wave equations.

Veselov discretizations of mechanics. We now show how the discrete Lagrangian for-
malism in Veselov [1988], [1991] and Moser and Veselov [1991] described earlier fits into this
variational framework. Recall that a discrete Lagrangian is a smooth map L : Q×Q→ R,
and the corresponding action is

S≡
n−1∑
k=0

L(qk+1 , qk).
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The discrete variational principle is to extremize S for variations holding the endpoints
q0 and qn fixed. This variational principle determines a “discrete flow” Φ : Q×Q→ Q×Q
by F (q1, q0) = (q2, q1), where q2 is found from the discrete Euler-Lagrange equations
(DEL equations):

∂L

∂q1
(q1, q0) +

∂L

∂q0
(q2, q1) = 0. (5.27)

In this section we work out the basic differential-geometric objects of this discrete mechanics
directly from the variational point of view .

The Lagrange 1-form. We begin by calculating dS for variations that do not fix the
endpoints:

dS(q0, · · · , qn) · (δq0, · · · , δqn)

=
n−1∑
k=0

(
∂L

∂q1
(qk+1, qk)δqk+1 +

∂L

∂q0
(qk+1, qk)δqk

)

=
n∑
k=1

∂L

∂q1
(qk, qk−1)δqk +

n−1∑
k=0

∂L

∂q0
(qk+1, qk)δqk

=
n∑
k=1

(
∂L

∂q1
(qk, qk−1) +

∂L

∂q0
(qk+1, qk)

)
δqk

+
∂L

∂q0
(q1, q0)δq0 +

∂L

∂q1
(qn, qn−1)δqn. (5.28)

It is the last two terms that arise from the boundary variations (i.e. these are the ones that
are zero if the boundary is fixed), and so these are the terms amongst which we expect to
find the discrete analogue of the Lagrange 1-form. In fact, the boundary terms gives the
two 1-forms on Q×Q

Θ−L (q1, q0) · (δq1, δq0) ≡ ∂L

∂q0
(q1, q0)δq0, (5.29)

and

Θ+
L(q1, q0) · (δq1, δq0) ≡ ∂L

∂q1
(q1, q0)δq1, (5.30)

and we regard the pair (Θ−,Θ+) as being the analogue of the 1-form in this situation.

Symplecticity of the flow. We parametrize the solutions of the variational principle by
the initial conditions (q1, q0), and restrict S to that solution space. Then equation (5.28)
becomes

dS= Θ−L + Φ∗Θ+
L . (5.31)

We should be able to obtain the symplecticity of Φ by determining what the equation
ddS = 0 means for the right-hand-side of (5.31). At first, this does not appear to work,
since ddS= 0 gives

Φ∗(dΘ+
L) = −dΘ−L , (5.32)
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which apparently says that Φ pulls a certain 2-form back to a different 2-form. The situation
is aided by the observation that, from (5.29) and (5.30),

Θ−L + Θ+
L = dL, (5.33)

and consequently,

dΘ−L + dΘ+
L = 0.

So there are two generally distinct 1-forms, but (up to sign) only one 2-form. If we make
the definition

ΩL ≡ dΘ−L = −dΘ+
L ,

then (5.32) becomes Φ∗ΩL = ΩL. Equation (5.29), in coordinates, gives

ΩL =
∂2L

∂qi0∂q
j
1

dqi0 ∧ dq
j
1,

which agrees the discrete symplectic form discussed earlier.

Noether’s Theorem. Suppose a Lie group G with Lie algebra g acts on Q, and hence
diagonally on Q×Q, and that L is G-invariant. Clearly, S is also G-invariant and G sends
critical points of S to themselves. Thus, the action of G restricts to the space of solutions,
the map Φ is G-equivariant, and from (5.31),

0 = ξQ×Q dS= ξQ×Q Θ−L + ξQ×Q (Φ∗Θ+
L),

for all ξ ∈ g, or equivalently, using equivariance of Φ,

ξQ×Q Θ−L = −Φ∗(ξQ×Q Θ+). (5.34)

Since L is G-invariant, (5.33) gives ξQ×Q Θ−L = −ξQ×Q Θ+
L , which in turn converts (5.34)

to the conservation equation

ξQ×Q Θ+
L = Φ∗(ξQ×Q Θ+). (5.35)

Defining the discrete momentum to be

Jξ ≡ ξQ×Q Θ+
L ,

we see that (5.35) becomes conservation of momentum, recovering the conservation property
of these integrators we found earlier. Marsden, Patrick and Shkoller [1998] develop a similar
program for pde’s in the context of multisymplectic geometry. Following this work, we take
some first steps in this direction.

Multisymplectic geometry. We recall some aspects of multisymplectic geometry, fol-
lowing Gotay, Isenberg and Marsden [1997] and Marsden and Shkoller [1997].

We let πXY : Y → X be a fiber bundle over an oriented manifold X . Denote the first
jet bundle over Y by J1(Y ) and identify it with the affine bundle over Y whose fiber over
y ∈ Yx := π−1

XY (x) consists of those linear mappings γ : TxX → TyY satisfying

TπXY ◦ γ = Identity on TxX.
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Let dimX = n + 1 and the fiber dimension of Y be N . Coordinates on X are denoted
xµ, µ = 1, 2, . . . , n, 0, and fiber coordinates on Y are denoted by yA, A = 1, . . . , N . These
induce coordinates vAµ on the fibers of J1(Y ). If φ : X → Y is a section of πXY , its tangent
map at x ∈ X , denoted Txφ, is an element of J1(Y )φ(x). Thus, the map x 7→ Txφ defines a
section of J1(Y ) regarded as a bundle over X . This section is denoted j1(φ) and is called
the first jet of φ. In coordinates, j1(φ) is given by

xµ 7→ (xµ, φA(xµ), ∂νφA(xµ)), (5.36)

where ∂ν = ∂/∂xν .

Definition 5.6 The dual jet bundle J1(Y )? is the vector bundle over Y whose fiber at
y ∈ Yx is the set of affine maps from J1(Y )y to Λn+1(X)x, the bundle of (n + 1)-forms
on X. A smooth section of J1(Y )? is therefore an affine bundle map of J1(Y ) to Λn+1(X)
covering πXY .

Fiber coordinates on J1(Y )? are (p, pAµ), which correspond to the affine map given in
coordinates by

vAµ 7→ (p+ pA
µvAµ)dn+1x, (5.37)

where dn+1x = dx1 ∧ · · · ∧ dxn ∧ dx0.
Analogous to the canonical one- and two-forms on a cotangent bundle, there are canonical

(n + 1)- and (n + 2)-forms on the dual jet bundle J1(Y )?. In coordinates, these forms are
given by

Θ = pA
µdyA ∧ dnxµ + pdn+1x (5.38)

and

Ω = dyA ∧ dpAµ ∧ dnxµ − dp ∧ dn+1x. (5.39)

A Lagrangian density L : J1(Y ) → Λn+1(X) is a smooth bundle map over X . In
coordinates, we write

L(γ) = L(xµ, yA, vAµ)dn+1x. (5.40)

The corresponding covariant Legendre transformation for L is a fiber preserving map
over Y , FL : J1(Y ) → J1(Y )?, expressed intrinsically as the first order vertical Taylor
approximation to L:

FL(γ) · γ′ = L(γ) +
d

dε

∣∣∣∣
ε=0

L(γ + ε(γ′ − γ)) (5.41)

where γ, γ′ ∈ J1(Y )y. A straightforward calculation shows that the covariant Legendre
transformation is given in coordinates by

pA
µ =

∂L

∂vAµ
, and p = L− ∂L

∂vAµ
vAµ. (5.42)

The Cartan forms are the (n+ 1)-form ΘL on J1(Y ) given by

ΘL = (FL)∗Θ, (5.43)
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and the (n+ 2)-form ΩL by

ΩL = −dΘL = (FL)∗Ω, (5.44)

with local coordinate expressions

ΘL =
∂L

∂vAµ
dyA ∧ dnxµ +

(
L− ∂L

∂vAµ
vAµ

)
dn+1x,

ΩL = dyA ∧ d
(

∂L

∂vAµ

)
∧ dnxµ − d

[
L− ∂L

∂vAµ
vAµ

]
∧ dn+1x.

(5.45)

This formalism can be used to express, in an intrinsic way, the Euler–Lagrange equations,
which in coordinates take the standard form

∂L

∂yA
(
j1(φ)

)
− ∂

∂xµ

(
∂L

∂vAµ
(j1(φ))

)
= 0 (5.46)

for a (local) section φ of Y . The left hand side of (5.46) is often denoted δL/δφA and is
called the Euler–Lagrange derivative of L.

The following assertions regarding a section φ of the bundle πXY : Y → X are then
equivalent:

1. φ is a stationary point of
∫
X
L((j1(φ));

2. the Euler–Lagrange equations (5.46) hold in coordinates;

3. for any vector field W on J1Y ,

(
j1(φ)

)∗
(iWΩL) = 0. (5.47)

Example: A nonlinear wave equation. We consider a simple example to illustrate
what the multisymplectic formalism is about. consider the nonlinear wave equation

∂2φ

∂t2
−4φ−N ′(φ) = 0,

where4 is the Laplace operator and N is a real-valued C∞ function of one variable. Special-
ize now to one spatial dimension (the Laplace operator is then just the second spatial partial
derivative operator) so that n = 1, X = R2 , and the fibers of Y are R. The Lagrangian
density for this equation is

L =

{
1
2

[(
∂φ

∂t

)2

−
(
∂φ

∂x

)2
]

+N(φ)

}
dx ∧ dt.

In coordinates (x, t, φ, φt, φx) on J1(Y ), the multisymplectic 3-form is:

ΩL = −dφ ∧ dφt ∧ dx− dφ ∧ dφx ∧ dt
−N ′(φ)dφ ∧ dx ∧ dt
+φt dφt ∧ dx ∧ dt− φx dφx ∧ dx ∧ dt;

Sections of Y are mappings (φ(x, t) of R2 into R, and sections of J(Y ) are mappings from
R2 to R3 . Concretely, the first jet of a section φ is j1(φ)(x, t) := (φ(x, t), φt(x, t), φx(x, t)).
Write the conjugate momenta as p1 = φx and p0 = φt.
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The equation can be reformulated as 0 1 0
−1 0 0
0 0 0

 φ
p0

p1


,0

+

 0 0 −1
0 0 0
1 0 0

 φ
p0

p1


,1

=

 N ′(φ)
−p0

p1

 . (5.48)

To each coefficient matrix Jµ, we associate the contact form ωµ on R3 given by ωµ(u1, u2) =
〈Jµu1, u2〉, where u1, u2 ∈ R3 and 〈·, ·〉 is the standard inner product on R3 . Thus, one sees
in this example, the origin of the term “multisymplectic.”

Gotay, Isenberg and Marsden [1998] and Marsden, Patrick and Shkoller [1998] investigate
the general theory of multisymplectic systems. One such interesting question is the PDE
version of symplecticity of the flow, which is a general identity that the linearized equations
must satisfy. In this case, this reads:

∂

∂t

[
ω0(j1(φt), j1(φx))

]
+

∂

∂x

[
ω1(j1(φt), j1(φx))

]
= 0.

Many basic equations in continuum mechanics (wave equations, shallow water equations,
etc.) have been put into the multisymplectic formalism (see Marsden and Shkoller [1997] for
some simple examples and for links with the important work of Bridges [1994, 1997]). Mars-
den, Patrick and Shkoller [1998] show is how show how to obtain all of the multisymplectic
and Noether theorem structure directly from the variational principle we have described
above entirely on the Lagrangian side, J1(Y ).

This is then the beginnings of the development of the basic differential-geometric formu-
lation of the mutlisymplectic structure that can be used for a variety of purposes, including
Hamiltonian and Lagrangian PDE’s. Using this framework, Marsden, Patrick and Shkoller
[1998] produce multisymplectic variational integrators of Veselov type and test these mul-
tisymplectic integrators numerically. For example, in a test involving 5000 collisions of
kink solitons (see Figure 5.2) for the sine-Gordon equation on a circle, the method does very
well indeed.

0 

Time

0
Space

0.  

Kink-antikink collision

Figure 5.2: Collision of a kink-antikink pair for the sine-Gordon equation.
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and M. Golubitsky, Birkhaüser.
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