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Preface

The area of “Networked Control Systems” has emerged over the past decade
as a subdiscipline in control theory in which the flow of information in a sys-
tem takes place across a communication network. Unlike traditional control
systems, where computation and communications are usually ignored, the
approaches that have been developed for networked control systems explic-
itly take into account various aspects of the communication channels that
interconnect different parts of the overall system and the nature of the dis-
tributed computation that follows from this structure. This leads to a new
set of tools and techniques for analysis and design of networked control sys-
tems that builds on the rich frameworks of communication theory, computer
science and control theory.

This book is based on a series of courses that the authors have developed
over the past several years, starting with a joint course taught at Caltech
in Spring 2006. These courses were typically taken by students who have a
good grounding in the basic techniques of control systems but may not have
a strong background in computer science or some aspects of communication
theory. While the level of mathematical detail in the book should allow it to
be accessible to juniors or seniors in engineering, the treatment is tuned for
first and second year graduate students in engineering or computer science.
Some tutorial material on estimation theory is included, as well as a brief
review of key concepts in graph theory that are needed primarily in the
second half of the text.

The book is intended for researchers who are interested in the analysis
and design of sensing, estimation and control systems in a networked set-
ting. We focus primary on the effects of the network on the stability and
performance of the system, including the effects of packet loss, time delay
and distributed computation. We have attempted to provide a broad view
of the field, in the hope that the text will be useful to a wide crossection of
researchers. Most of the results are presented in the discrete time setting,
with references to the literature for the continuous time analogs. We have
also attempted to include a review of the current literature at the end of
each chapter, with an emphasis on papers that are frequently referenced by
others, along with some directions for future research, when appropriate.
To keep the material focused, we have chosen to only touch on material
on optimization-based control (e.g., receding horizon control) or protocols
for distributed systems, although these are often an integral part of complex
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networked control systems. References to the literature are given for readers
interested in these important topics.

The book is organized into two main parts: a set of background chap-
ters and the core material. Chapter 1 gives an introduction to the topic
of networked control systems, including some driving application examples.
Chapters 2–4 cover a collection of topics that are used throughout the re-
mainder of the text. We assume familiarity with standard topics in estima-
tion and control theory, including random processes, Kalman filtering and
linear state space control theory, and provide only a quick review of this ma-
terial in Chapter 2 to define the notation we will use and present some of the
basic definitions and formulas. Chapters 3 and 4 complete the background
chapters by giving concise overviews of the relevant results in information
theory and Markovian jump linear systems, on which many of the later re-
sults of the book are built. These background chapters can be reviewed
quickly for students and researchers already familiar with this material.

The core material on networked control systems is presented in Chap-
ters 5 through 9. We begin by looking at the case of sensing, estimation
and control of a single process across a communication channel, beging with
the effects of rate limits in the channel in Chapter 5 and then the effects of
packet loss in Chapter 6. Both of these chapters considers the cases where
the communication channel affects on the measurements received from the
sensor and where the channel affects both the measurements and the actu-
ation commands. In Chapter 7 we begin to look at the problem of control
over a graph, starting with an introduction to graph theory and the prob-
lem of consensus. Chapters 8 and 9 then go on to consider the distributed
estimation and control problems, where one can have multiple processes,
sensors, actuators, estimators and controllers distributed over a communi-
cations network. In each of these chapters on the core material we have
attempted to present a unified view of many of the most recent and relevant
results in network control, with the goal of establishing a foundation on
which more specialized results of interest to specific groups can be covered.

The topics in the text have been taught by the authors and our colleagues
in a variety of formats. In a semester-long, graduate course, it should be
possible to cover most of the material in the book, assuming the students
have good working knowledge of random processes, estimation theory and
linear control systems. We have also used the material in the text for week-
long short courses for masters and PhD students, where we cover the results
in the background chapters in four 90 minute lectures, then spend 1–2 lec-
tures on each of the remaining chapters. The material is fairly modular, so
that the order of teaching the material can be varied according to the tastes
of the instructor. The dependencies of the chapters are shown in Figure 1.
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Figure 1: Dependencies of the chapters in the text.




