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Chapter One

Introduction

Feedback is a central feature of life. The process of feedback governs how we grow, respond
to stress and challenge, and regulate factors such as body temperature, blood pressure and
cholesterol level. The mechanisms operate at every level, from the interaction of proteinsin
cellsto the interaction of organismsin complex ecologies.

M. B. Hoagland and B. Dodsoithe Way Life Works, 1995 [HD95].

In this chapter we provide an introduction to the basic cphoéfeedback and
the related engineering disciplinecamintrol. We focus on both historical and current
examples, with the intention of providing the context forremt tools in feedback
and control. Much of the material in this chapter is adaptedhf[Mur03], and
the authors gratefully acknowledge the contributions aj&ddrockett and Gunter
Stein to portions of this chapter.

1.1 What Is Feedback?

A dynamical systemis a system whose behavior changes over time, ofteninrespon
to external stimulation or forcing. The terigedback refers to a situation in which
two (or more) dynamical systems are connected together thatteach system
influences the other and their dynamics are thus stronglyledu@imple causal
reasoning about a feedback system is difficult because theysstm influences
the second and the second system influences the first, leadicgtolar argument.
This makes reasoning based on cause and effect tricky, amtbitessary to analyze
the system as awhole. A consequence of thisis that the tudieedback systems
is often counterintuitive, and it is therefore necessametort to formal methods
to understand them.

Figure 1.1 illustrates in block diagram form the idea of fesakb We often use
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(a) Closed loop (b) Open loop

Figure 1.1: Open and closed loop systems. (a) The output of system 1 is used aguhefin
system 2, and the output of system 2 becomes the input of system tingr@&losed loop
system. (b) The interconnection between system 2 and system 1 is iraodethe system
is said to be open loop.
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Figure 1.2: The centrifugal governor and the steam engine. The centrifugatigoven the
left consists of a set of flyballs that spread apart as the speed of gireeencreases. The
steam engine on the right uses a centrifugal governor (above andladttb&the flywheel)
to regulate its speed. (Credit: Machine a Vapeur Horizontale de Philip TEy8a8].)

the termsopen loop and closed loop when referring to such systems. A system
is said to be a closed loop system if the systems are inteecb@d in a cycle, as
shown in Figure 1.1a. If we break the interconnection, werttefthe configuration
as an open loop system, as shown in Figure 1.1b.

As the quote at the beginning of this chapter illustratesapnsource of exam-
ples of feedback systems is biology. Biological systemsenede of feedback in an
extraordinary number of ways, on scales ranging from mdésao cells to organ-
isms to ecosystems. One example is the regulation of gluodabe bloodstream
through the production of insulin and glucagon by the paagr&€he body attempts
to maintain a constant concentration of glucose, which éslsy the body’s cells
to produce energy. When glucose levels rise (after eatingad,for example), the
hormone insulin is released and causes the body to storesghlecose in the liver.
When glucose levels are low, the pancreas secretes the herghacagon, which
has the opposite effect. Referring to Figure 1.1, we can @niver as system 1
and the pancreas as system 2. The output from the liver isticegg concentration
in the blood, and the output from the pancreas is the amounsolfin or glucagon
produced. The interplay between insulin and glucagon senosethroughout the
day helps to keep the blood-glucose concentration consaamibout 90 mg per
100 mL of blood.

An early engineering example of a feedback system is a éegligovernor,
in which the shaft of a steam engine is connected to a flybalhan@sm that is
itself connected to the throttle of the steam engine, astithted in Figure 1.2. The
system is designed so that as the speed of the engine ine(pageaps because of a
lessening of the load on the engine), the flyballs spread apd# linkage causes the
throttle on the steam engine to be closed. This in turn slowsdbe engine, which
causes the flyballs to come back together. We can model thismsyas a closed
loop system by taking system 1 as the steam engine and sysdsith2 governor.
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When properly designed, the flyball governor maintains a teonispeed of the
engine, roughly independent of the loading conditions. Téwrifugal governor
was an enabler of the successful Watt steam engine, whidadftlee industrial
revolution.

Feedback has many interesting properties that can be egblimitdesigning
systems. As in the case of glucose regulation or the flybakguaw, feedback can
make a systemresilienttoward external influences. It carb&sised to create linear
behavior out of nonlinear components, a common approacleatrenics. More
generally, feedback allows a system to be insensitive lwoéixtiernal disturbances
and to variations in its individual elements.

Feedback has potential disadvantages as well. It can crgadendc instabilities
in a system, causing oscillations or even runaway behaioother drawback,
especially in engineering systems, is that feedback candante unwanted sensor
noise into the system, requiring careful filtering of signétiss for these reasons
that a substantial portion of the study of feedback systerdsvoted to developing
an understanding of dynamics and a mastery of techniqueggmgical systems.

Feedback systems are ubiquitous in both natural and engohegstems. Con-
trol systems maintain the environment, lighting and poweour buildings and
factories; they regulate the operation of our cars, cons@heetronics and manu-
facturing processes; they enable our transportation amghemications systems;
and they are critical elements in our military and spaceesyst For the most part
they are hidden from view, buried within the code of embeduétoprocessors,
executing their functions accurately and reliably. Feelliss also made it pos-
sible to increase dramatically the precision of instruraesutch as atomic force
microscopes (AFMs) and telescopes.

In nature, homeostasis in biological systems maintaingrtake chemical and
biological conditions through feedback. At the other endhef size scale, global
climate dynamics depend on the feedback interactions legtthe atmosphere, the
oceans, the land and the sun. Ecosystems are filled with exswidleedback due
to the complex interactions between animal and plant lifeerEhe dynamics of
economies are based on the feedback between individuat®goatations through
markets and the exchange of goods and services.

1.2 What Is Control?

The termcontrol has many meanings and often varies between communities. In
this book, we define control to be the use of algorithms anddfaeklin engineered
systems. Thus, control includes such examples as feedbauk ilo electronic am-
plifiers, setpoint controllers in chemical and materialscpssing, “fly-by-wire”
systems on aircraft and even router protocols that contafild flow on the Inter-

net. Emerging applications include high-confidence softwgséems, autonomous
vehicles and robots, real-time resource management systechbiologically en-
gineered systems. At its core, control isiaformation science and includes the
use of information in both analog and digital representetio
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Figure 1.3: Components of a computer-controlled system. The upper dasheéjp@sents
the process dynamics, which include the sensors and actuators in adulitiendynamical
system being controlled. Noise and external disturbances can pereudyilamics of the
process. The controller is shown in the lower dashed box. It consiatltdr and analog-to-
digital (A/D) and digital-to-analog (D/A) converters, as well as a compiln@rimplements
the control algorithm. A system clock controls the operation of the contysijachronizing
the A/D, D/A and computing processes. The operator input is also fed tmthputer as an
external input.

A modern controller senses the operation of a system, casapbagainst the
desired behavior, computes corrective actions based ondelnb the system’s
response to external inputs and actuates the system ta #féedesired change.
This basideedback loop of sensing, computation and actuation is the central con-
cept in control. The key issues in designing control logic @msuring that the
dynamics of the closed loop system are stable (boundediostoes give bounded
errors) and that they have additional desired behaviordghsturbance attenua-
tion, fast responsiveness to changes in operating poijt, Bhese properties are
established using a variety of modeling and analysis teglas that capture the
essential dynamics of the system and permit the explorafipossible behaviors
in the presence of uncertainty, noise and component failure

Atypical example of a control system is shown in Figure 1.3.3dsic elements
of sensing, computation and actuation are clearly seenottenm control systems,
computation is typically implemented on a digital computequiring the use of
analog-to-digital (A/D) and digital-to-analog (D/A) coenters. Uncertainty enters
the system through noise in sensing and actuation subsyst&ternal disturbances
that affect the underlying system operation and uncertamachics in the system
(parameter errors, unmodeled effects, etc). The algoriiatcomputes the control
action as a function of the sensor values is often calleoch&rol law. The system
can be influenced externally by an operator who introdwoesmand signals to
the system.
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Control engineering relies on and shares tools from phy@gaamics and
modeling), computer science (information and software) @perations research
(optimization, probability theory and game theory), buisitalso different from
these subjects in both insights and approach.

Perhaps the strongest area of overlap between control aeddi$iciplines is in
the modeling of physical systems, which is common acrossa#ls of engineering
and science. One of the fundamental differences betweemot@niented mod-
eling and modeling in other disciplines is the way in whictemctions between
subsystems are represented. Control relies on a type afaypput modeling that
allows many new insights into the behavior of systems, saalistiurbance attenu-
ation and stable interconnection. Model reduction, whesienpler (lower-fidelity)
description of the dynamics is derived from a high-fidelitydah is also naturally
described in an input/output framework. Perhaps most impdst modeling in a
control context allows the design odbust interconnections between subsystems,
a feature that is crucial in the operation of all large engiad systems.

Control is also closely associated with computer sciermeeesiirtually all mod-
ern control algorithms for engineering systems are implaegkin software. How-
ever, control algorithms and software can be very diffefearh traditional com-
puter software because of the central role of the dynamitseogystem and the
real-time nature of the implementation.

1.3 Feedback Examples

Feedback has many interesting and useful properties. Itsigiessible to design

precise systems from imprecise components and to makearglguantities in a

system change in a prescribed fashion. An unstable systeimecstabilized using

feedback, and the effects of external disturbances candueed. Feedback also
offers new degrees of freedom to a designer by exploitingisgnactuation and

computation. In this section we survey some of the imporgglications and

trends for feedback in the world around us.

Early Technological Examples

The proliferation of control in engineered systems occupaharily in the latter
half of the 20th century. There are some important exceptsuth as the centrifugal
governor described earlier and the thermostat (Figure Jdés)gned at the turn of
the century to regulate the temperature of buildings.

The thermostat, in particular, is a simple example of feekibantrol that every-
one is familiar with. The device measures the temperaturéinlding, compares
that temperature to a desired setpoint and usefetdback error between the two
to operate the heating plant, e.g., to turn heat on when thpdgature is too low
and to turn it off when the temperature is too high. This exalem captures the
essence of feedback, but it is a bit too simple even for a lmsice such as the
thermostat. Because lags and delays exist in the heating qutal sensor, a good
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(a) Honeywell thermostat, 1953 (b) Chrysler cruise control, 1958

Figure 1.4: Early control devices. (a) Honeywell T87 thermostat originally intrelimn
1953. The thermostat controls whether a heater is turned on by complaeircurrent tem-
perature in aroom to a desired value that is set using a dial. (b) Chrysise control system
introduced in the 1958 Chrysler Imperial [Row58]. A centrifugal goee is used to detect
the speed of the vehicle and actuate the throttle. The reference speediiedghrough an
adjustment spring. (Left figure courtesy of Honeywell Internatioimel,)

thermostat does a bit of anticipation, turning the heatidvefbre the error actually
changes sign. This avoids excessive temperature swingsaligoof the heating
plant. This interplay between the dynamics of the processtendperation of the
controller is a key element in modern control systems design

There are many other control system examples that have gecelover the
years with progressively increasing levels of sophisiticatAn early system with
broad public exposure was tleauise control option introduced on automobiles in
1958 (see Figure 1.4b). Cruise control illustrates the dyadmahavior of closed
loop feedback systems in action—the slowdown error as tstesyclimbs a grade,
the gradual reduction of that error due to integral actiotméecontroller, the small
overshoot at the top of the climb, etc. Later control systemawomobiles such
as emission controls and fuel-metering systems have athi@ajor reductions of
pollutants and increases in fuel economy.

Power Generation and Transmission

Access to electrical power has been one of the major driveteahnological
progress in modern society. Much of the early developmenbofrol was driven
by the generation and distribution of electrical power. tt@ns mission critical
for power systems, and there are many control loops in iddalipower stations.
Control is also important for the operation of the whole powetwork since it
is difficult to store energy and it is thus necessary to matduyoction to con-
sumption. Power management is a straightforward regulatioinlem for a system
with one generator and one power consumer, but it is more wliffic a highly
distributed system with many generators and long distapetgeen consumption
and generation. Power demand can change rapidly in an uofakld manner and
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Figure 1.5: A small portion of the European power network. By 2008 Europeanepow
suppliers will operate a single interconnected network covering a regiomthe Arctic to
the Mediterranean and from the Atlantic to the Urals. In 2004 the installedrpeagmore
than 700 GW (7 10 W). (Source: UCTE [www.ucte.org])

combining generators and consumers into large networkesiggossible to share
loads among many suppliers and to average consumption amaimg customers.
Large transcontinental and transnational power systenss thavefore been built,
such as the one show in Figure 1.5.

Most electricity is distributed by alternating current (Aicause the transmis-
sion voltage can be changed with small power losses usingftramers. Alternating
current generators can deliver power only if the generatm@synchronized to the
voltage variations in the network. This means that the ratbedl generators in a
network must be synchronized. To achieve this with locakdéalized controllers
and a small amount of interaction is a challenging probleror&igic low-frequency
oscillations between distant regions have been observed vegional power grids
have been interconnected [KWO05].

Safety and reliability are major concerns in power systemerdmay be dis-
turbances due to trees falling down on power lines, liglgminequipment failures.
There are sophisticated control systems that attempt to tkeegpystem operating
even when there are large disturbances. The control actaonbesto reduce volt-
age, to break up the net into subnets or to switch off linespaveker users. These
safety systems are an essential element of power distsibatistems, but in spite
of all precautions there are occasionally failures in lagrg@er systems. The power
system is thus a nice example of a complicated distributstesywhere control is
executed on many levels and in many different ways.
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(a) F/A-18 “Hornet” (b) X-45 UCAV

Figure 1.6: Military aerospace systems. (a) The F/A-18 aircraft is one of the ficstyrtion
military fighters to use “fly-by-wire” technology. (b) The X-45 (UCAVnmanned aerial
vehicle is capable of autonomous flight, using inertial measuremenrsessd the global
positioning system (GPS) to monitor its position relative to a desired traje(Ritgtographs
courtesy of NASA Dryden Flight Research Center.)

Aerospace and Transportation

In aerospace, control has been a key technological catyatpdicing back to the
beginning of the 20th century. Indeed, the Wright brotheesarrectly famous
not for demonstrating simply powered flight edantrolled powered flight. Their
early Wright Flyer incorporated moving control surfacegiieal fins and canards)
and warpable wings that allowed the pilot to regulate theraft's flight. In fact,
the aircraft itself was not stable, so continuous pilot ections were mandatory.
This early example of controlled flight was followed by a fasting success story
of continuous improvements in flight control technology,neurating in the high-
performance, highly reliable automatic flight control syssewe see in modern
commercial and military aircraft today (Figure 1.6).

Similar success stories for control technology have ocduimemany other
application areas. Early World War Il bombsights and fire aargervo systems
have evolved into today’s highly accurate radar-guidedsgurd precision-guided
weapons. Early failure-prone space missions have evolvedantine launch oper-
ations, manned landings on the moon, permanently mannee sfations, robotic
vehicles roving Mars, orbiting vehicles at the outer plargetd a host of commer-
cial and military satellites serving various surveillancemmunication, navigation
and earth observation needs. Cars have advanced from riyatwmegd mechani-
cal/pneumatic technology to computer-controlled operatif all major functions,
including fuel injection, emission control, cruise comttaraking and cabin com-
fort.

Current research in aerospace and transportation sysseimgestigating the
application of feedback to higher levels of decision makingluding logical regu-
lation of operating modes, vehicle configurations, paylaadigurations and health
status. These have historically been performed by humaratguer but today that
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Figure 1.7: Materials processing. Modern materials are processed underlbacefutrolled
conditions, using reactors such as the metal organic chemical vapositden (MOCVD)
reactor shown on the left, which was for manufacturing supercondyttin films. Using
lithography, chemical etching, vapor deposition and other techniquaglex devices can
be built, such as the IBM cell processor shown on the right. (MOCVD incagetesy of Bob
Kee. IBM cell processor photograph courtesy Tom Way, IBM Caoafion; unauthorized use
not permitted.)

boundary is moving and control systems are increasingipgedn these functions.
Another dramatic trend on the horizon is the use of largeectibns of distributed
entities with local computation, global communicationgeations, little regularity
imposed by the laws of physics and no possibility of imposiaegtralized control
actions. Examples of this trend include the national airspaanagement problem,
automated highway and traffic management and command anicfomtfuture
battlefields.

Materials and Processing

The chemical industry is responsible for the remarkable n@sxyin developing
new materials that are key to our modern society. In additidhe continuing need
to improve product quality, several other factors in thecpss control industry
are drivers for the use of control. Environmental statutegioae to place stricter
limitations on the production of pollutants, forcing thews sophisticated pollution
control devices. Environmental safety considerations Heseto the design of
smaller storage capacities to diminish the risk of majonuical leakage, requiring
tighter control on upstream processes and, in some caggsy sthains. And large
increases in energy costs have encouraged engineersda gésits that are highly
integrated, coupling many processes that used to opedspemdently. All of these
trends increase the complexity of these processes andrfioerpance requirements
for the control systems, making control system design esirgly challenging.
Some examples of materials-processing technology are simoligure 1.7.

As in many other application areas, new sensor technologyeiating new
opportunities for control. Online sensors—including tabackscattering, video
microscopy and ultraviolet, infrared and Raman spectimgeeare becoming more
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Figure 1.8: The voltage clamp method for measuring ion currents in cells using fekdha
pipet is used to place an electrode in a cell (left and middle) and maintaiotéstial of the
cell at a fixed level. The internal voltage in the celbisand the voltage of the external fluid
is ve. The feedback system (right) controls the curretto the cell so that the voltage drop
across the cell membraner = v; — ve is equal to its reference valukw,. The current is
then equal to the ion current.

robust and less expensive and are appearing in more mamurfi@girocesses. Many
of these sensors are already being used by current processlcgystems, but
more sophisticated signal-processing and control teciesigre needed to use more
effectively the real-time information provided by thesesars. Control engineers
also contribute to the design of even better sensors, whielstdl needed, for
example, in the microelectronics industry. As elsewhédre,dhallenge is making
use of the large amounts of data provided by these new seimsars effective
manner. In addition, a control-oriented approach to modele essential physics
of the underlying processes is required to understand théafmental limits on
observability of the internal state through sensor data.

Instrumentation

The measurement of physical variables is of prime interestience and engineer-
ing. Consider, for example, an accelerometer, where eatyuments consisted of
a mass suspended on a spring with a deflection sensor. Thei@nezisuch an
instrument depends critically on accurate calibratiorhefspring and the sensor.
There is also a design compromise because a weak spring ggvesamsitivity but
low bandwidth.

A different way of measuring acceleration is to tdisece feedback. The spring
is replaced by a voice coil that is controlled so that the mes®gins at a constant
position. The acceleration is proportional to the currentdlyh the voice coil. In
such aninstrument, the precision depends entirely on theaton of the voice coll
and does not depend on the sensor, which is used only as thmafdesignal. The
sensitivity/bandwidth compromise is also avoided. This whaysing feedback has
been applied to many different engineering fields and hadtegsin instruments
with dramatically improved performance. Force feedbacl$® used in haptic
devices for manual control.

Another important application of feedback is in instrunagion for biological
systems. Feedback is widely used to measure ion current$lsruseng a device
called avoltage clamp, which is illustrated in Figure 1.8. Hodgkin and Huxley used
the voltage clamp to investigate propagation of actioniu@és in the axon of the
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giant squid. In 1963 they shared the Nobel Prize in Medicirth ®ccles for “their
discoveries concerning the ionic mechanisms involved aitation and inhibition

in the peripheral and central portions of the nerve cell nramé.” A refinement of
the voltage clamp called@atch clamp made it possible to measure exactly when a
single ion channelis opened or closed. This was developechgihind Sakmann,
who received the 1991 Nobel Prize in Medicine “for their digm@es concerning
the function of single ion channels in cells.”

There are many other interesting and useful applicationsexflfack in scien-
tific instruments. The development of the mass spectrometar &arly example.
In a 1935 paper, Nier observed that the deflection of ions d&pen both the
magnetic and the electric fields [Nie35]. Instead of keepiath lfields constant,
Nier let the magnetic field fluctuate and the electric field wadrotied to keep the
ratio between the fields constant. Feedback was implemeniegl vescuum tube
amplifiers. This scheme was crucial for the development of msstroscopy.

The Dutch engineer van der Meer invented a clever way to usthéei to
maintain a good-quality high-density beam in a particlesga@ator [MPTvdM80].
The idea is to sense particle displacement at one point incteerator and apply
a correcting signal at another point. This scheme, callechastic cooling, was
awarded the Nobel Prize in Physics in 1984. The method was edskentthe
successful experiments at CERN where the existence of thelparW and Z
associated with the weak force was first demonstrated.

The 1986 Nobel Prize in Physics—awarded to Binnig and Rohrénéardesign
of the scanning tunneling microscope—is another exampda a@finovative use of
feedback. The key idea is to move a harrow tip on a cantileveaniacross a surface
and to register the forces on the tip [BR86]. The deflection eftir is measured
using tunneling. The tunneling current is used by a feedbgsties to control the
position of the cantilever base so that the tunneling ctiissctonstant, an example
of force feedback. The accuracy is so high that individuatstoan be registered.
A map of the atoms is obtained by moving the base of the caatileorizontally.
The performance of the control system is directly reflectetérimage quality and
scanning speed. This example is described in additionall detahapter 3.

Robotics and Intelligent Machines

The goal of cybernetic engineering, already articulatelderi940s and even before,
has been to implement systems capable of exhibiting hightibfeor “intelligent”
responses to changing circumstances. In 1948 the MIT maitieien Norbert
Wiener gave a widely read account of cybernetics [Wie48]. gkermmathematical
treatment of the elements of engineering cybernetics wesepted by H. S. Tsien
in 1954, driven by problems related to the control of miss[lEsi54]. Together,
these works and others of that time form much of the intali@ldbasis for modern
work in robotics and control.

Two accomplishments that demonstrate the successes oflthariethe Mars
Exploratory Rovers and entertainment robots such as the StB§,Ashown in
Figure 1.9. The two Mars Exploratory Rovers, launched by thePdepulsion
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Figurel.9: Robotic systems. (a) Spirit, one of the two Mars Exploratory Rovers thdelhon
Mars in January 2004. (b) The Sony AIBO Entertainment Robot, otieedirst entertainment
robots to be mass-marketed. Both robots make use of feedback bet@resors, actuators and
computation to function in unknown environments. (Photographs cqusfeket Propulsion
Laboratory and Sony Electronics, Inc.)

Laboratory (JPL), maneuvered on the surface of Mars for moredlyaars starting
in January 2004 and sent back pictures and measuremengsra@itliironment. The
Sony AIBO robot debuted in June 1999 and was the first “ententam” robot to be
mass-marketed by a major international corporation. Itpeaiscularly noteworthy
because of its use of artificial intelligence (Al) technokxjihat allowed it to act in
response to external stimulation and its own judgment. Tigtsdr level of feedback
is a key element in robotics, where issues such as obstaiuteance, goal seeking,
learning and autonomy are prevalent.

Despite the enormous progress in robotics over the lastcealfury, in many
ways the field is still in its infancy. Today’s robots still ekl simple behaviors
compared with humans, and their ability to locomote, intetrjgomplex sensory
inputs, perform higher-level reasoning and cooperatethegen teams is limited.
Indeed, much of Wiener’s vision for robotics and intelligenachines remains
unrealized. While advances are needed in many fields to achiey vision—
including advances in sensing, actuation and energy sterdlge opportunity to
combine the advances of the Al community in planning, adegtaand learning
with the technigues in the control community for modelingalgsis and design of
feedback systems presents a renewed path for progress.

Networks and Computing Systems

Control of networks is a large research area spanning magstancluding con-
gestion control, routing, data caching and power managerSeneral features of
these control problems make them very challenging. The damifeature is the
extremely large scale of the system; the Internet is probtiia largest feedback
control system humans have ever built. Another is the deaired nature of the
control problem: decisions must be made quickly and basbdborocal informa-
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Figure 1.10: A multitier system for services on the Internet. In the complete system shown
schematically in (a), users request information from a set of comgp(iter 1), which in turn
collect information from other computers (tiers 2 and 3). The individealer shown in (b)

has a set of reference parameters set by a (human) system opweititdeedback used to
maintain the operation of the system in the presence of uncertainty. (Badéellerstein et

al. [HDPTO04].)

tion. Stability is complicated by the presence of varyingetilags, as information
about the network state can be observed or relayed to clangronly after a delay,
and the effect of a local control action can be felt throudttloe network only after
substantial delay. Uncertainty and variation in the nekytinrough network topol-
ogy, transmission channel characteristics, traffic demawdaaailable resources,
may change constantly and unpredictably. Other comptigagsues are the diverse
traffic characteristics—in terms of arrival statistics atie packet and flow time
scales—and the different requirements for quality of sertiat the network must
support.

Related to the control of networks is control of the servbas sit on these net-
works. Computers are key components of the systems of syuteb servers and
database servers used for communication, electronic cooemadvertising and
information storage. While hardware costs for computingehdecreased dramati-
cally, the cost of operating these systems has increasedibeof the difficulty in
managing and maintaining these complex interconnecteadrags The situation is
similar to the early phases of process control when feedwasKirst introduced to
control industrial processes. As in process control, tleegnteresting possibili-
ties for increasing performance and decreasing costs lyiageedback. Several
promising uses of feedback in the operation of computeesystare described in
the book by Hellerstein et al. [HDPTO04].

A typical example of a multilayer system for e-commerce ievah in Fig-
ure 1.10a. The system has several tiers of servers. The edge aecepts incom-
ing requests and routes them to the HTTP server tier where tleegassed and
distributed to the application servers. The processingiffardnt requests can vary
widely, and the application servers may also access exteenzers managed by
other organizations.

Control of an individual server in a layer is illustrated irgkre 1.10b. A quan-
tity representing the quality of service or cost of opematiesuch as response time,
throughput, service rate or memory usage—is measured otheuter. The con-
trol variables might represent incoming messages acceptiedities in the oper-
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ating system or memory allocation. The feedback loop thesgits to maintain
quality-of-service variables within a target range of esu

Economics

The economy is a large, dynamical system with many actorsrgovents, orga-
nizations, companies and individuals. Governments cbtiteoeconomy through
laws and taxes, the central banks by setting interest rates@npanies by setting
prices and making investments. Individuals control thenecay through purchases,
savings and investments. Many efforts have been made tolrtiedsystem both
at the macro level and at the micro level, but this modelirgjffecult because the
system is strongly influenced by the behaviors of the diffeaetors in the system.

Keynes [Key36] developed a simple model to understandoalgamong gross
national product, investment, consumption and governspariding. One of Keynes’
observations was that under certain conditions, e.g.ndufhie 1930s depression,
an increase in the investment of government spending ceatttb a larger increase
in the gross national product. This idea was used by sevevargments to try to
alleviate the depression. Keynes’ ideas can be capturedshy@e model that is
discussed in Exercise 2.4.

A perspective on the modeling and control of economic systeam be obtained
from the work of some economists who have received the S\&Rgesbank Prize
in Economics in Memory of Alfred Nobel, popularly called theldél Prize in
Economics. Paul A. Samuelson received the prize in 1970 fersthentific work
through which he has developed static and dynamic econdra@ry and actively
contributed to raising the level of analysis in economiesce.” Lawrence Klein
received the prize in 1980 for the development of large dyoalhmodels with
many parameters that were fitted to historical data [KG5%], @ model of the
U.S. economy in the period 1929-1952. Other researchersradeled other
countries and other periods. In 1997 Myron Scholes sharegrthe with Robert
Merton for a new method to determine the value of derivatifd®y ingredient was
a dynamic model of the variation of stock prices that is wydeded by banks and
investment companies. In 2004 Finn E. Kydland and Edward C. datesthared
the economics prize “for their contributions to dynamic no@conomics: the time
consistency of economic policy and the driving forces beétinsiness cycles,” a
topic that is clearly related to dynamics and control.

One of the reasons why it is difficult to model economic systentkat there
are no conservation laws. A typical example is that the valua company as
expressed by its stock can change rapidly and erraticaltelare, however, some
areas with conservation laws that permit accurate mode@dmg example is the
flow of products from a manufacturer to a retailer as illugtah Figure 1.11. The
products are physical quantities that obey a conservaigrand the system can be
modeled by accounting for the number of products in the @ifieinventories. There
are considerable economic benefits in controlling supplynshso that products
are available to customers while minimizing products thmatia storage. The real
problems are more complicated than indicated in the figuraumsxthere may be
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Figure 1.11: Supply chain dynamics (after Forrester [For61]). Products flomftiee pro-
ducer to the customer through distributors and retailers as indicated bylithéres. There
are typically many factories and warehouses and even more distribntbrstailers. Multiple
feedback loops are present as each agent tries to maintain the pragreoiy level.

many different products, there may be different factories tre geographically
distributed and the factories may require raw material bassemblies.

Control of supply chains was proposed by Forrester in 19646[F and is now
growing in importance. Considerable economic benefits cavbbsned by using
models to minimize inventories. Their use accelerated diigaily when infor-
mation technology was applied to predict sales, keep trapkaglucts and enable
just-in-time manufacturing. Supply chain management hasibwted significantly
to the growing success of global distributors.

Advertising on the Internet is an emerging application afteal. With network-
based advertising it is easy to measure the effect of differarketing strategies
quickly. The response of customers can then be modeled, adtdek strategies
can be developed.

Feedback in Nature

Many problems in the natural sciences involve understandggregate behavior
in complex large-scale systems. This behavior emerges fnenmteraction of a

multitude of simpler systems with intricate patterns obimhation flow. Repre-

sentative examples can be found in fields ranging from embgyaio seismology.

Researchers who specialize in the study of specific compkris)s often develop
an intuitive emphasis on analyzing the role of feedback ifgrconnection) in

facilitating and stabilizing aggregate behavior.

While sophisticated theories have been developed by domaiarts for the
analysis of various complex systems, the development @faaius methodology
that can discover and exploit common features and esserathkematical structure
is just beginning to emerge. Advances in science and teobgalre creating a new
understanding of the underlying dynamics and the impodahteedback in a wide
variety of natural and technological systems. We briefly gt three application
areas here.

Biological Systems. A major theme currently of interest to the biology commu-
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Figure 1.12: The wiring diagram of the growth-signaling circuitry of the mammalian
cell [HWO0O]. The major pathways that are thought to play a role in caageindicated
in the diagram. Lines represent interactions between genes and piiotéirescell. Lines
ending in arrowheads indicate activation of the given gene or pathwas énding in a
T-shaped head indicate repression. (Used with permission of Elseadiead the authors.)

nity is the science of reverse (and eventually forward) eegiing of biological

control networks such as the one shown in Figure 1.12. Thera atide variety

of biological phenomena that provide a rich source of exaspf control, includ-

ing gene regulation and signal transduction; hormonal,umafogical and cardio-
vascular feedback mechanisms; muscular control and lotomactive sensing,
vision and proprioception; attention and consciousnass;population dynamics
and epidemics. Each of these (and many more) provide opptesito figure out

what works, how it works, and what we can do to affect it.

One interesting feature of biological systems is the fratjuse of positive feed-
back to shape the dynamics of the system. Positive feedbadikecased to create
switchlike behavior through autoregulation of a gene, arwi¢ate oscillations such
as those present in the cell cycle, central pattern gensrataircadian rhythm.

Ecosystems. In contrast to individual cells and organisms, emergenp@ries
of aggregations and ecosystems inherently reflect seletigmimanisms that act on
multiple levels, and primarily on scales well below that lod system as a whole.
Because ecosystems are complex, multiscale dynamicamsgsthey provide a
broad range of new challenges for the modeling and analy$tedback systems.
Recentexperience in applying tools from control and dyahsystems to bacterial
networks suggests that much of the complexity of these n&sms due to the
presence of multiple layers of feedback loops that provamist functionality
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to the individual cell. Yet in other instances, events at ¢b# level benefit the
colony at the expense of the individual. Systems level aisatyen be applied to
ecosystems with the goal of understanding the robustnesscbfsystems and the
extent to which decisions and events affecting individy&icées contribute to the
robustness and/or fragility of the ecosystem as a whole.

Environmental Science. It is now indisputable that human activities have altered
the environment on a global scale. Problems of enormous @xityplchallenge
researchers in this area, and first among these is to undgsarfieedback sys-
tems that operate on the global scale. One of the challengks/eloping such an
understanding is the multiscale nature of the problem, datiailed understanding
of the dynamics of microscale phenomena such as microbgalbgrganisms be-
ing a necessary component of understanding global pheramech as the carbon
cycle.

1.4 Feedback Properties

Feedback is a powerful idea which, as we have seen, is usats&dly in natural
and technological systems. The principle of feedback is leinfgase correcting
actions on the difference between desired and actual peaftze. In engineering,
feedback has been rediscovered and patented many timesyrdiffarent contexts.
The use of feedback has often resulted in vast improvemesisstem capability,
and these improvements have sometimes been revolutiasdiscussed above.
The reason for this is that feedback has some truly remarkabf@erties. In this
section we will discuss some of the properties of feedbaakdhn be understood
intuitively. This intuition will be formalized in subsequiechapters.

Robustness to Uncertainty

One of the key uses of feedback is to provide robustness tertaiaty. By mea-
suring the difference between the sensed value of a regudageal and its desired
value, we can supply a corrective action. If the system wguks some change that
affects the regulated signal, then we sense this change\atalforce the system
back to the desired operating point. This is precisely thecethat Watt exploited
in his use of the centrifugal governor on steam engines.

As an example of this principle, consider the simple feelllsgstem shown in
Figure 1.13. In this system, the speed of a vehicle is coetidlly adjusting the
amount of gas flowing to the engine. Simpleportional-integral (Pl) feedback
is used to make the amount of gas depend on both the error dretive current
and the desired speed and the integral of that error. The pltheright shows
the results of this feedback for a step change in the deseeldsand a variety of
different masses for the car, which might result from hawardjfferent number of
passengers or towing a trailer. Notice that independetisofrtass (which varies by
a factor of 3!), the steady-state speed of the vehicle ahappsoaches the desired
speed and achieves that speed within approximately 5 s. Tieyserformance of
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Figure 1.13: A feedback system for controlling the speed of a vehicle. In the blockaliag
on the left, the speed of the vehicle is measured and compared to theldgses within the
“Compute” block. Based on the difference in the actual and desiregtispéhe throttle (or
brake) is used to modify the force applied to the vehicle by the enginetdain and wheels.
The figure on the right shows the response of the control system tomaonded change in
speed from 25 m/s to 30 m/s. The three different curves corredpdtiffiering masses of the
vehicle, between 1000 and 3000 kg, demonstrating the robustnessotidgbe loop system
to a very large change in the vehicle characteristics.

the system is robust with respect to this uncertainty.

Another early example of the use of feedback to provide rolass is the nega-
tive feedback amplifier. When telephone communications weveloped, ampli-
fiers were used to compensate for signal attenuation in loeg.liA vacuum tube
was a component that could be used to build amplifiers. Distodaused by the
nonlinear characteristics of the tube amplifier togethehainplifier drift were
obstacles that prevented the development of line amplifagra fong time. A ma-
jor breakthrough was the invention of the feedback amplifiet927 by Harold S.
Black, an electrical engineer at Bell Telephone Laborasoi#ack usedegative
feedback, which reduces the gain but makes the amplifier insensitivartiations
in tube characteristics. This invention made it possibleuitdbstable amplifiers
with linear characteristics despite the nonlinearitiethefvacuum tube amplifier.

Design of Dynamics

Another use of feedback is to change the dynamics of a sySthrough feed-
back, we can alter the behavior of a system to meet the neeals application:
systems that are unstable can be stabilized, systems éstuggish can be made
responsive and systems that have drifting operating poiutsbe held constant.
Control theory provides a rich collection of techniquesnalgize the stability and
dynamic response of complex systems and to place bounds txeltavior of such
systems by analyzing the gains of linear and nonlinear ¢per¢hat describe their
components.

An example of the use of control in the design of dynamics cofem the area
of flight control. The following quote, from a lecture presahty Wilbur Wright
to the Western Society of Engineers in 1901 [McF53], illussélte role of control
in the development of the airplane:

Men already know how to construct wings or airplanes, whittem
driven through the air at sufficient speed, will not only sursthe



1.4. FEEDBACK PROPERTIES 19

o\ RO
Figure 1.14: Aircraft autopilot system. The Sperry autopilot (left) contained a sdbof
gyros coupled to a set of air valves that controlled the wing surfaces19h2 Curtiss used

an autopilot to stabilize the roll, pitch and yaw of the aircraft and was able tatana level
flight as a mechanic walked on the wing (right) [Hug93].

weight of the wings themselves, but also that of the engind, af
the engineer as well. Men also know how to build engines arehsc

of sufficient lightness and power to drive these planes aaBusy
speed ... Inability to balance and steer still confrontsletiis of the
flying problem ... When this one feature has been worked ost, th
age of flying will have arrived, for all other difficulties are ofinor
importance.

The Wright brothers thus realized that control was a key iss@mable flight.
They resolved the compromise between stability and manehbiigy by building
an airplane, the Wright Flyer, that was unstable but manaier The Flyer had
a rudder in the front of the airplane, which made the plang weneuverable. A
disadvantage was the necessity for the pilot to keep adgitie rudder to fly the
plane: if the pilot let go of the stick, the plane would cragither early aviators
tried to build stable airplanes. These would have been etasilyt but because of
their poor maneuverability they could not be brought up theair. By using their
insight and skillful experiments the Wright brothers mauefirst successful flight
at Kitty Hawk in 1903.

Since it was quite tiresome to fly an unstable aircraft, therg sti@ng motiva-
tion to find a mechanism that would stabilize an aircraft. Sudénvece, invented by
Sperry, was based on the concept of feedback. Sperry used-atggpitized pendu-
lum to provide an indication of the vertical. He then arrashgéeedback mechanism
that would pull the stick to make the plane go up if it was pioigidown, and vice
versa. The Sperry autopilot was the first use of feedback in aatimal engineer-
ing, and Sperry won a prize in a competition for the safestamgin Paris in 1914.
Figure 1.14 shows the Curtiss seaplane and the Sperry autdpie autopilot is
a good example of how feedback can be used to stabilize aahlestystem and
hence “design the dynamics” of the aircratft.
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One of the other advantages of designing the dynamics of imeléyvthat it
allows for increased modularity in the overall system desBy using feedback
to create a system whose response matches a desired profigmiede the
complexity and variability that may be present inside a gatesn. This allows us
to create more complex systems by not having to simultamgturee the responses
of a large number of interacting components. This was oneeatlvantages of
Black’s use of negative feedback in vacuum tube amplifieesrésulting device
had a well-defined linear input/output response that did epédd on the individual
characteristics of the vacuum tubes being used.

Higher Levels of Automation

A major trend in the use of feedback is its application to kighvels of situational
awareness and decision making. This includes not only toadit logical branch-
ing based on system conditions but also optimization, adi@pt, learning and even
higher levels of abstract reasoning. These problems aresiddimain of the arti-
ficial intelligence community, with an increasing role of @ynics, robustness and
interconnection in many applications.

One ofthe interesting areas of researchin higher levelsa@$obn is autonomous
control of cars. Early experiments with autonomous drivirgrevperformed by
Ernst Dickmanns, who in the 1980s equipped cars with camemother sen-
sors [Dic07]. In 1994 his group demonstrated autonomowsndyiwith human su-
pervision on a highway near Paris and in 1995 one of his carsedtutonomously
(with human supervision) from Munich to Copenhagen at spaddup to 175
km/hour. The car was able to overtake other vehicles and ehlangs automati-
cally.

This application area has been recently explored througb&iRPA Grand
Challenge, a series of competitions sponsored by the U.&rgment to build ve-
hicles that can autonomously drive themselves in desertidyah environments.
Caltech competed in the 2005 and 2007 Grand Challengesasioglified Ford E-
350 offroad van nicknamed “Alice.” It was fully automateaiciuding electronically
controlled steering, throttle, brakes, transmission gndion. Its sensing systems
included multiple video cameras scanning at 10-30 Hz, aklager ranging units
scanning at 10 Hz and an inertial navigation package capdpl®viding position
and orientation estimates at 5 ms temporal resolution. Coatipnal resources in-
cluded 12 high-speed servers connected together throughtdsiEthernet switch.
The vehicle is shown in Figure 1.15, along with a block diagrdnitsocontrol
architecture.

The software and hardware infrastructure that was develepatled the ve-
hicle to traverse long distances at substantial speedsstimtj, Alice drove itself
more than 500 km in the Mojave Desert of California, with thdity to follow dirt
roads and trails (if present) and avoid obstacles alongdtte Speeds of more than
50 km/h were obtained in the fully autonomous mode. Substiantiing of the al-
gorithms was done during desert testing, in part because tdick of systems-level
design tools for systems of this level of complexity. Othempetitors in the race
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Figure 1.15: DARPA Grand Challenge. “Alice,” Team Caltech’s entry in the 2005 ar@i720
competitions and its networked control architecture [CFG+06]. Thebfsedsystem fuses
data from terrain sensors (cameras and laser range finders) tohetex digital elevation
map. This map is used to compute the vehicle’s potential speed over thatemnd an
optimization-based path planner then commands a trajectory for the véhifddow. A
supervisory control module performs higher-level tasks suchradling sensor and actuator
failures.

(including Stanford, which won the 2005 competition) usepbathms for adaptive
control and learning, increasing the capabilities of tisggtems in unknown en-
vironments. Together, the competitors in the Grand Chgéetemonstrated some
of the capabilities of the next generation of control systemd highlighted many
research directions in control at higher levels of decisi@king.

Drawbacks of Feedback

While feedback has many advantages, it also has some dresvi@@itief among
these is the possibility of instability if the system is na&s@yned properly. We
are all familiar with the effects opositive feedback when the amplification on
a microphone is turned up too high in a room. This is an exampfeeazslback
instability, something that we obviously want to avoid. Tisigricky because we
must design the system not only to be stable under nominalittoms but also to
remain stable under all possible perturbations of the dycem

In addition to the potential for instability, feedback imaetly couples different
parts of a system. One common problem is that feedback aiffects measurement
noise into the system. Measurements must be carefully filsv¢hat the actuation
and process dynamics do not respond to them, while at thetsa@ensuring that
the measurement signal from the sensor is properly couptedhe closed loop
dynamics (so that the proper levels of performance are aethje

Another potential drawback of control is the complexity ofteedding a control
system in a product. While the cost of sensing, computatimhegtuation has de-
creased dramatically in the past few decades, the fact narttzat control systems
are often complicated, and hence one must carefully bathecsosts and benefits.
An early engineering example of this is the use of micropssoebased feedback
systems in automobiles.The use of microprocessors in atitapplications be-
gan in the early 1970s and was driven by increasingly striassions standards,
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which could be met only through electronic controls. Earlgteyns were expensive
and failed more often than desired, leading to frequenbeuost dissatisfaction. It
was only through aggressive improvements in technology tttea performance,
reliability and cost of these systems allowed them to be irsadransparent fash-
ion. Even today, the complexity of these systems is such thedifficult for an
individual car owner to fix problems.

Feedforward

Feedback is reactive: there must be an error before coreeatitions are taken.
However, in some circumstances it is possible to measurstardance before it
enters the system, and this information can then be use#eactarective action
before the disturbance has influenced the system. The efféloe afisturbance is
thus reduced by measuring it and generating a control sipaalcounteracts it.
This way of controlling a system is calléekdforward. Feedforward is particularly
useful in shaping the response to command signals becaoseaad signals are
always available. Since feedforward attempts to match tgmeds, it requires good
process models; otherwise the corrections may have theygina or may be badly
timed.

The ideas of feedback and feedforward are very general arghappmany dif-
ferent fields. In economics, feedback and feedforward arwgoas to a market-
based economy versus a planned economy. In business, arfgardf strategy
corresponds to running a company based on extensive stratagning, while a
feedback strategy corresponds to a reactive approacholioglyj feedforward has
been suggested as an essential element for motion contrahians that is tuned
during training. Experience indicates that it is often adageous to combine feed-
back and feedforward, and the correct balance requireghihand understanding
of their respective properties.

Positive Feedback

In most of this text, we will consider the role a&gative feedback, in which we
attempt to regulate the system by reacting to disturbamcasiay that decreases
the effect of those disturbances. In some systems, patlgudiological systems,
positive feedback can play an important role. In a system with positive fee&tbac
the increase in some variable or signal leads to a situatievhich that quantity
is further increased through its dynamics. This has a deiiabi effect and is
usually accompanied by a saturation that limits the groithequantity. Although
often considered undesirable, this behavior is used igioal (and engineering)
systems to obtain a very fast response to a condition orlsigna

One example of the use of positive feedback is to create ingcdbehavior,
in which a system maintains a given state until some inputsas a threshold.
Hysteresis is often present so that noisy inputs near tlesliotd do not cause the
system to jitter. This type of behavior is callbistability and is often associated
with memory devices.
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Figure 1.16: Input/output characteristics of on-off controllers. Each plot showsniiet on
the horizontal axis and the corresponding output on the vertical axial toh-off control is
shown in (a), with modifications for a dead zone (b) or hysteresis (@fe khat for on-off
control with hysteresis, the output depends on the value of past inputs.

1.5 Simple Forms of Feedback

The idea of feedback to make corrective actions based on fiieeettice between
the desired and the actual values of a quantity can be implisdé many different
ways. The benefits of feedback can be obtained by very simpdbée laws such
as on-off control, proportional control and proportiofiraiiegral-derivative control.
In this section we provide a brief preview of some of the tepiat will be studied
more formally in the remainder of the text.

On-Off Control

A simple feedback mechanism can be described as follows:

U= Umax ife>0 (1.1)
Umin if e <0,
where thecontrol error e = r — y is the difference between the reference signal (or
command signal) and the output of the systeyrandu is the actuation command.
Figure 1.16a shows the relation between error and contrad.cldnitrol law implies
that maximum corrective action is always used.

The feedback in equation (1.1) is calledtoff control. One of its chief advan-
tages is that it is simple and there are no parameters to eh@osoff control often
succeeds in keeping the process variable close to the mefgrsuch as the use of
a simple thermostat to maintain the temperature of a rootgpitally results in
a system where the controlled variables oscillate, whidftsn acceptable if the
oscillation is sufficiently small.

Notice that in equation (1.1) the control variable is not dadimnvhen the error
is zero. It is common to make modifications by introducing esith dead zone or
hysteresis (see Figure 1.16b and 1.16c).

PID Control

The reason why on-off control often gives rise to oscillasias that the system
overreacts since a small change in the error makes the edtuaiable change over
the full range. This effect is avoidedjpnoportional control, where the characteristic
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of the controller is proportional to the control error for alhrerrors. This can be
achieved with the control law

Umax if e = €max
Umin if e < €nmin,

wherek, is the controller gaingmin = Umin/Kp andemax = Umax/ Kp. The interval
(emin, €max) IS called theproportional band because the behavior of the controller
is linear when the error is in this interval:

u=xkp(r —y)=kpe if emin < €< €nax (1.3)

While avastimprovement over on-off control, proportiooahtrol has the draw-
back that the process variable often deviates from itseafar value. In particular,
if some level of control signal is required for the system tmtain a desired value,
then we must have # 0 in order to generate the requisite input.

This can be avoided by making the control action proportitm#ie integral of
the error:

u(t) = k; /0t e(r)dz. (1.4)

This control form is calledntegral control, andk; is the integral gain. It can be
shown through simple arguments that a controller with irgkegction has zero
steady-state error (Exercise 1.5). The catch is that therenotaajways be a steady
state because the system may be oscillating.

An additional refinement is to provide the controller with anicipative abil-
ity by using a prediction of the error. A simple predictiongisen by the linear
extrapolation
de(t)

dt ’
which predicts the errofy time units ahead. Combining proportional, integral and
derivative control, we obtain a controller that can be egpeel mathematically as

t
u(t) = kpe(t) + k; / e(r)dr + &%
0

The control action is thus a sum of three terms: the past agsepted by the
integral of the error, the present as represented by theopgiopal term and the
future as represented by a linear extrapolation of the €ther derivative term).
This form of feedback is called@oportional-integral-derivative (PID) controller
and its action is illustrated in Figure 1.17.

A PID controller is very useful and is capable of solving a widege of con-
trol problems. More than 95% of all industrial control prelnis are solved by
PID control, although many of these controllers are actyaiiyportional-integral
(P1) controllers because derivative action is often not included [DMO02]. Ehare
also more advanced controllers, which differ from PID coliérs by using more
sophisticated methods for prediction.

et + Tq) ~ et) + Ty

(1.5)
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Figure 1.17: Action of a PID controller. At time, the proportional term depends on the
instantaneous value of the error. The integral portion of the feedbaelsed on the integral

of the error up to time (shaded portion). The derivative term provides an estimate of the
growth or decay of the error over time by looking at the rate of changhefrror. Ty
represents the approximate amount of time in which the error is projemtedrd (see text).

1.6 Further Reading

The material in this section draws heavily from the reporthef Panel on Future
Directions on Control, Dynamics and Systems [Mur03]. Sevadditional papers
and reports have highlighted the successes of control [N&8@]new vistas in
control [Bro00, Kum01, Wis07]. The early development of e¢ohts described
by Mayr [May70] and in the books by Bennett [Ben79, Ben93]jclircover the
period 1800-1955. A fascinating examination of some of dréyéistory of con-
trol in the United States has been written by Mindell [MinO&]popular book
that describes many control concepts across a wide rangsaiplihes isOut of
Control by Kelly [Kel94]. There are many textbooks available thatailigge con-
trol systems in the context of specific disciplines. For eagis, the textbooks by
Franklin, Powell and Emami-Naeini [FPENO5], Dorf and Bishop [DB®4io and
Golnaraghi [KG02] and Seborg, Edgar and Mellichamp [SEMO04] adely used.
More mathematically oriented treatments of control théeciude Sontag [Son98]
and Lewis [Lew03]. The book by Hellerstein et al. [HDPTO04] prowdealescription
of the use of feedback control in computing systems. A nurabeooks look at the
role of dynamics and feedback in biological systems, inicigdvilhorn [Mil66]
(now out of print), J. D. Murray [Mur04] and Ellner and Guckeirher [EGO05].
The book by Fradkov [Fra07] and the tutorial article by BechbofBec05] cover
many specific topics of interest to the physics community.

Exercises

1.1 (Eye motion) Perform the following experiment and explainiy@sults: Hold-
ing your head still, move one of your hands left and right ionfrof your face,
following it with your eyes. Record how quickly you can moveuy hand before
you begin to lose track of it. Now hold your hand still and shakur head left to
right, once again recording how quickly you can move befosing track of your
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hand.

1.2 Identify five feedback systems that you encounter in youryelagr environ-
ment. For each system, identify the sensing mechanismatimtumechanism and
control law. Describe the uncertainty with respect to whioh feedback system
provides robustness and/or the dynamics that are changmdytihthe use of feed-
back.

1.3 (Balance systems) Balance yourself on one foot with yous elased for 15 s.
Using Figure 1.3 as a guide, describe the control systemmsgge for keeping you
from falling down. Note that the “controller” will differ fsm that in the diagram
(unless you are an android reading this in the far future).

1.4 (Cruise control) Download the MATLAB code used to produce dations for
the cruise control system in Figure 1.13 from the companiol sie. Using trial
and error, change the parameters of the control law so thaimbrshoot in speed
is not more than 1 m/s for a vehicle with mams= 1000 kg.

1.5 (Integral action) We say that a system with a constant inparttiies steady state
if the output of the system approaches a constant value asritreases. Show that
a controller with integral action, such as those given inatigns (1.4) and (1.5),
gives zero error if the closed loop system reaches steatiy sta

1.6 Search the web and pick an article in the popular press ab@a#dback and
control system. Describe the feedback system using thernelogy given in the
article. In particular, identify the control system and ctése (a) the underlying
process or system being controlled, along with the (b) sefspactuator and (d)
computational element. If the some of the information isawaiilable in the article,
indicate this and take a guess at what might have been used.



