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Abstract

This paper describes a procedure for incorporating artificial gyroscopic forces in the method of con-
trolled Lagrangians. These energy-conserving forces provide additional freedom to expand the basin of
stability and tune closed-loop system performance. We also study the effect of physical dissipation on
the closed-loop dynamics and discuss conditions for stability in the presence of natural damping. We
apply the technique to the inverted pendulum on a cart, a case study from previous papers. We develop a
controller which asymptotically stabilizes the inverted equilibrium at a specific cart position for the con-
servative dynamic model. The region of attraction contains all states for which the pendulum is elevated
above the horizontal plane. We also develop conditions for asymptotic stability in the presence of linear
damping.

1 Introduction

The method of controlled Lagrangians is a constructive technique for stabilizing underactuated mechanical
systems. The method has roots in [8], where it was shown that an internal rotor can be used to effectively
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shape the kinetic energy of a spacecraft in order to stabilize steady rotation about the intermediate principal
axis of inertia. As initially developed by Bloch, Leonard, & Marsden [9, 10, 13], the method of controlled
Lagrangians provides a kinetic-shaping control design tool for a class of underactuated mechanical systems
which exhibit an abelian Lie group symmetry in the input directions. This class includes the spacecraft
example described above and the classic inverted pendulum on a controlled cart. Later work on controlled
Lagrangians [6, 11] introduced additional control freedom by allowing potential shaping and by relaxing
the symmetry condition on the original and feedback-modified potential energy. Still more control freedom
may be introduced by allowing for generalized gyroscopic forces in the closed-loop dynamics. Gyroscopic
control forces predate the method of controlled Lagrangians, appearing in the work of [28] and later in the
developments of [7]. In related earlier work in [27], Poisson control systems were introduced and studied.

Concurrent with the development of the method of controlled Lagrangians, others have explored kinetic
shaping in more general settings. A very reasonable question is: What are the general conditions under
which a feedback-controlled, underactuated mechanical system is Lagrangian or Hamiltonian? That is,
without imposing any a priori requirements on an underactuated mechanical system, when is it possible
to choose feedback such that the closed-loop equations are Lagrangian or Hamiltonian? This question was
addressed in [2] and [20] on the Lagrangian side and in [4] and [25] on the Hamiltonian side. The question
is one of feedback equivalence; one obtains conditions in the form of partial differential equations.

Chang [17] investigated the use of artificial gyroscopic forces to enhance the controlled Lagrangian design
process in some depth. An example, involving stabilization of an inverted pendulum on a rotor arm,
illustrated the utility of this idea. In [18], the appearance of generalized gyroscopic forces in the controlled
Lagrangian dynamics was related explicitly to a modification of the dynamic structure in the Hamiltonian
setting. It was also shown in [18] that the most general formulation of the method of controlled Lagrangians,
in which one places no prior restrictions on the class of eligible mechanical systems, is equivalent to the
interconnection and damping assignment, passivity based control (IDA-PBC) technique described in [4] and
[25].

While it is important and worthwhile to understand feedback equivalence of general Lagrangian and Hamil-
tonian systems, there are advantages in restricting one’s view to a smaller class of systems. For example,
the control design procedure defined in [13] is algorithmic and does not rely on case-by-case solution of a set
of PDEs. In this paper, we continue in this spirit and restrict the form of kinetic energy modifications to
that described in [13]. We also allow forces due to a modified potential energy in the closed-loop dynamics,
as in [6], as well as artificial gyroscopic forces. The approach strikes a physically motivated balance between
the algorithmic simplicity of the method described in [6, 13] and the elegance and generality of [18].

We apply the technique to the inverted pendulum on a cart system, a case study from previous papers. A
feedback control law is derived which makes the desired equilibrium a strict minimum of the control-modified
energy. In the absence of physical damping, the control law provides stability in a basin that includes all
states for which the pendulum is elevated above the horizontal plane. The addition of feedback dissipation
provides asymptotic stability within this same stability basin. This region of attraction is larger than any
given earlier by the method of controlled Lagrangians. Two features distinguish the present example from
our previous results and those of others, such as Acosta, Ortega, & Astolfi [1], Auckly, Kapitanski, & White
[2], and Hamberg [20]. First, the closed-loop Lagrangian system includes artificial gyroscopic forces. Second,
we consider the issue of physical damping in detail and study its effect on the closed-loop dynamics.

Modifying kinetic energy through feedback affects the manner in which damping enters the system. The
problem is well-illustrated by the cart-pendulum example. Even though the desired equilibrium is a strict
minimum of the control-modified energy, simple Rayleigh dissipation makes the closed-loop system unstable.
Careful analysis shows that asymptotic stability may be recovered through an appropriate choice of feedback
dissipation, however it is not “automatic.” Working in the Hamiltonian setting, Gómez-Estern & van der
Schaft [19] suggest procedures for recovering asymptotic stability in systems with feedback-modified kinetic
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energy. An essential requirement is that the system satisfy a dissipation condition involving the original and
modified kinetic metrics and a matrix of damping coefficients. As an alternative to this type of controller
re-design, one may attempt to address the issue of damping during the matching process, as in [3].

The controller presented here has been implemented experimentally [26]. For the experimental apparatus,
the damping of the pendulum motion is well-modeled as linear in angular rate. The damping of the cart’s
motion, however, follows a nonlinear friction model. Static friction degrades the energy-shaping controller’s
local performance by inducing limit cycle oscillations. A well-designed linear state feedback control law,
on the other hand, eliminates these oscillations. To recover the best features of both controllers (the large
region of attraction and good local performance), a switching control law was successfully implemented.
These experimental results further illustrate the importance of considering physical dissipation in systems
whose kinetic energy has been modified through feedback.

Section 2 reviews details of the method of controlled Lagrangians as it was originally presented in [6, 13].
In particular, this section defines the form of the closed-loop kinetic energy metric, a form inspired by
geometric mechanics. Section 3 describes how to include artificial gyroscopic forces and presents a general
procedure for “matching” the original dynamic equations with the closed-loop equations. Section 4 explains
how additional external forces, such as physical damping or feedback dissipation, affect the control-modified
energy. Section 5 describes control design and stability analysis for the example of a pendulum on a cart.
We discuss conclusions and future directions in Section 6.

2 Review of the Controlled Lagrangian Formulation

This section provides a brief introduction to the method of controlled Lagrangians. One begins with a
Lagrangian mechanical system with Lagrangian L = K − V , where K is the uncontrolled kinetic energy
and V is the uncontrolled potential energy. We modify both kinetic and potential energy to produce a
new controlled Lagrangian. We also allow generalized gyroscopic forces in the closed-loop system; these
correspond to a modified dynamic structure when one passes to the Hamiltonian setting [18].

The Setting. Suppose the system has configuration space Q and that an abelian Lie group G acts freely
and properly on Q. (See [22] or [23] for a brief discussion of Lie groups and group actions.) The goal of
kinetic shaping is to control the variables lying in the shape, or orbit, space S = Q/G using controls that
act directly on the variables lying in G. This approach differs from the idea of locomotion via shape change,
where one controls the shape variables in order to effect group motions; see [5] or [16], for example.

Assume that K : TQ → R is invariant under the given action of G on Q. The modification of L involves
changing the metric tensor g(·, ·) that defines the kinetic energy K = 1

2
g(q̇, q̇). The tangent bundle TQ can

be split into a sum of horizontal and vertical parts defined as follows: for each tangent vector vq at a point
q ∈ Q, we can write a unique decomposition

vq = Horvq + Ver vq,

such that the vertical part is tangent to the orbit of the G-action and the horizontal part is the metric
orthogonal to the vertical space; that is, it is uniquely defined by requiring that

g(vq,wq) = g(Hor vq,Hor wq) + g(Ver vq,Ver wq). (1)

for every vq,wq ∈ TqQ and that Vervq and Ver wq are vertical. Figure 1 depicts the decomposition of TqQ
into the horizontal space Horq and the vertical space Verq. Define local coordinates xα for Q/G and θa for
G. (In examples, the latter coordinates are often cyclic; hence the notation θa.) The kinetic energy may be
written as

K =
1

2
gαβ ẋαẋβ + gαbẋ

αθ̇b +
1

2
gabθ̇

aθ̇b,
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Figure 1: Decomposition of TqQ.

where gαβ , gαb, and gab are the local components of g(·, ·). Requirement (1) may be thought of as a block
diagonalization procedure or “completing the square,” since it suggests rewriting the kinetic energy in the
form

K =
1

2
(gαβ − gαag

abgbβ)ẋαẋβ +
1

2
gab(θ̇

a + gacgcαẋα)(θ̇b + gbdgdβẋβ). (2)

(Note: If [gab] represents the matrix form of the tensor gab then
[

gab
]

is the matrix inverse of [gab].) Let the

pair (ẋα, θ̇a) represent the local expression for velocity vq. Then

Ver vq = (0, θ̇a + gabgαbẋ
α) (3)

Hor vq = (ẋα,−gabgαbẋ
α). (4)

The given choice of horizontal space coincides with that given by the mechanical connection. Let g denote
the Lie algebra of G. The mechanical connection ζ is a Lie algebra-valued, vertical one-form, i.e., a map
from TQ to g which annihilates the horizontal component of velocity,

ζ(vq) = ζ(Ver vq) ∈ g.

Let ξQ denote the infinitesimal generator corresponding to an element ξ ∈ g. For each ξ ∈ g, ξQ is a vector
field on the configuration manifold Q and its value at a point q ∈ Q is denoted ξQ(q). In coordinates, the
infinitesimal generator [ζ(vq)]Q(q) ∈ TqQ corresponds to (0, gabgαbẋ

α). This term appears as the “velocity
shift” in the expressions (3) and (4). For a thorough discussion of the mechanical connection, and its
relationship to more general connection forms, see [5].

The Controlled Lagrangian. An essential feature of the controlled Lagrangian is the feedback-modified
kinetic energy. The modification consists of three ingredients:

1. a different choice of horizontal space, denoted Horτ ,

2. a change g → gσ of the metric acting on horizontal vectors, and

3. a change g → gρ of the metric acting on vertical vectors.

The first ingredient above can be thought of as a shift in the mechanical connection. Let τ be a Lie algebra-
valued, G-equivariant horizontal one-form on Q; that is, a one-form with values in the Lie algebra g of G
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that annihilates vertical vectors.1 The τ-horizontal space at q ∈ Q consists of tangent vectors to Q at q
of the form Horτ vq = Horvq − [τ(v)]Q (q), which also defines the τ-horizontal projection vq 7→ Horτ vq.
The τ-vertical projection operator is defined by Verτ vq = Vervq + [τ(v)]Q (q). The left half of Figure 2
depicts the role of ζ in the original decomposition; the right half depicts the analogous role of τ in defining
the new decomposition.

qT

qv
Ver qv
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[      ]
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Q
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Figure 2: Original (left) and modified (right) decompositions of TqQ.

Given τ , gσ, and gρ, define the control-modified kinetic energy

Kτ,σ,ρ(v) =
1

2
[gσ (Horτ vq,Horτ vq) + gρ (Verτ vq,Verτ vq)] .

Assume that g = gσ on Hor and that Hor and Ver are orthogonal for gσ. Then, as shown in [13],

Kτ,σ,ρ(v) = K(v + τ(v)Q) +
1

2
gσ (τ(v)Q, τ(v)Q) +

1

2
(gρ − g) (Verτ (v),Verτ (v)) . (5)

The controlled Lagrangian is

Lτ,σ,ρ(v) = Kτ,σ,ρ(v) −
(

V (q) + Ṽ (q)
)

where Ṽ (q) is an artificial potential function which modifies the effective potential energy in the closed-loop
system. We define V ′(q) = V (q) + Ṽ (q) to be the complete, control-modified potential energy. Then,
using (5),

Lτ,σ,ρ(v) = K(v + τ(v)Q) +
1

2
gσ (τ(v)Q, τ(v)Q) +

1

2
(gρ − g) (Verτ (v),Verτ (v)) − V ′(q). (6)

The goal is to determine conditions on the original kinetic energy, on the energy modification parameters
(τ , gσ , and gρ), and on the potential functions V and Ṽ such that a particular choice of feedback yields
closed-loop equations which are Euler-Lagrange equations for Lτ,σ,ρ. These conditions are referred to as
“matching” conditions. They ensure that no inputs are necessary in uncontrolled directions in order to
effect the desired closed-loop dynamics. In examples, the matching conditions often leave freedom in the
control parameters which can be used to satisfy conditions for stability.

1One of the basic requirements of a connection is that, when applied to an infinitesimal generator of the group at any point
q ∈ Q (say ξQ(q) ∈ Tq Orb(q)) one recovers the Lie algebra element (ξ). For this condition to be maintained when τ is added
to ζ, the one-form τ must be horizontal; this means that it should vanish when applied to vertical vectors which are vectors of
the form ξQ(q).
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3 Matching

Assume that the Euler-Lagrange equations hold for a mechanical system with Lagrangian

L(xα, θa, ẋα, θ̇a) =
1

2
gαβẋαẋβ + gαbẋ

αθ̇b +
1

2
gabθ̇

aθ̇b − V (xα, θa). (7)

The control effort ua enters in the θa direction so that the open-loop equations of motion are

d

dt

∂L

∂ẋα
− ∂L

∂xα
= 0

d

dt

∂L

∂θ̇a
− ∂L

∂θa
= ua. (8)

Suppose we wish to stabilize an unstable equilibrium

(xα, θa, ẋα, θ̇a)e = (xα
e , θa

e , 0, 0) (9)

for the uncontrolled system (8).2 The method of controlled Lagrangians provides, under certain conditions,
a control law ua for which the closed-loop equations are Lagrangian with respect to a modified Lagrangian
Lτ,σ,ρ(x

α, θa, ẋα, θ̇a). In prior treatments, the closed-loop Euler-Lagrange equations included no generalized
forces. More generally, one may seek conditions under which

d

dt

∂Lτ,σ,ρ

∂ẋα
− ∂Lτ,σ,ρ

∂xα
= Sαβ ẋβ + Sαbθ̇

b

d

dt

∂Lτ,σ,ρ

∂θ̇a
− ∂Lτ,σ,ρ

∂θa
= Saβ ẋβ + Sabθ̇

b, (10)

where the terms Sij are the local components of a velocity-dependent two-form S. In coordinates, S is
a skew-symmetric matrix whose components depend on both the configuration and the velocity. More
formally, S ∈ Γ (TQ, T ∗Q ∧ T ∗Q); a more thorough discussion appears in [17], including the special case
where S defines a closed two-form.

Skew-symmetry of S ensures that the control modified energy corresponding to Lτ,σ,ρ is conserved; the
corresponding generalized forces are referred to as “gyroscopic.” The conditions under which equations (10)
hold are the “matching conditions.” These conditions ensure that equations (10) require no control authority
in unactuated directions.

Let
ζa
α = gαcg

ca and τa
α

represent the coordinate expressions for the mechanical connection and the τ -parameterized modification to
this connection, respectively, as depicted in Figure 2. Also, let σab and ρab represent the “ab” components
of gσ and gρ, respectively. Then, in coordinates, the controlled Lagrangian becomes

Lτ,σ,ρ(x
α, θa, ẋα, θ̇a) = L(xα, θa, ẋα, θ̇a + τa

αẋα) +
1

2
σabτ

a
ατ b

βẋαẋβ

+
1

2
(ρab − gab)

(

θ̇a + (gacgcα + τa
α)ẋα

)(

θ̇b + (gbdgdβ + τ b
β)ẋβ

)

− Ṽ (xα, θa)

=
1

2
(gτ,σ,ρ)αβ ẋαẋβ + (gτ,σ,ρ)αbẋ

αθ̇b +
1

2
(gτ,σ,ρ)abθ̇

aθ̇b − V ′(xα, θa). (11)

2As described in [13], in cases where θa is cyclic, one may instead stabilize steady motions of the form

(xα
, ẋ

α
, θ̇

a)e = (xα
e , 0, θ̇

a
e ).
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Equation (11) introduces the coordinate form of the modified kinetic energy metric gτ,σ,ρ. Let

Bαβ = gαβ − gαag
abgbβ (12)

and let
Aαβ = Bαβ + τ c

ασcdτ
d
β . (13)

It is readily shown that

(gτ,σ,ρ)αβ = Aαβ + (ζc
α + τ c

α)ρcd(ζ
d
β + τd

β)

(gτ,σ,ρ)αb = (ζc
α + τ c

α)ρcb

(gτ,σ,ρ)ab = ρab, (14)

As may be seen from equation (2), Bαβ represents the original horizontal kinetic energy metric. Noting that

Lτ,σ,ρ =
1

2
Aαβ ẋαẋβ +

1

2
ρab

(

θ̇a + (ζa
α + τa

α)ẋα
)(

θ̇b + (ζb
β + τ b

β)ẋβ
)

− V ′(xα, θa), (15)

one sees that Aαβ plays an analogous role as the “τ -horizontal” kinetic energy metric.

In the matching process, the terms σab, ρab, and τa
α provide freedom to ensure that no inputs are required

in uncontrolled directions. The artificial potential energy term Ṽ (xα, θa) provides more freedom. Still more
freedom is introduced by allowing energy-conserving gyroscopic forces in the closed-loop system. After the
requirements for matching are satisfied, the modified energy can be used to derive criteria for closed-loop
stability. Any remaining freedom in the control parameters can then be used to satisfy these criteria and to
tune controller performance.

The matching conditions are derived by comparing equations (8) and (10) and then choosing the control ua

and the energy modification parameters τ , gσ, and gρ so that (10) holds. In what follows, it will sometimes
be convenient to use matrix notation, following conventions used by the robotics community. Define the
local matrix forms of g and gτ,σ,ρ as follows,

M =

(

[gαβ ] [gαb]
[gaβ ] [gab]

)

and M τ,σ,ρ =

(

[(gτ,σ,ρ)αβ ] [(gτ,σ,ρ)αb]
[(gτ,σ,ρ)aβ ] [(gτ,σ,ρ)ab]

)

.

Define the concatenated state vector

q =
[

qk
]

=

(

[xα]
[θa]

)

.

Thus q is an (r + n)-vector where r is the dimension of [xα] and n is the dimension of [θa]. Next, define the
matrix C whose components are

Cij(q, q̇) =

r+n
∑

k=1

Γijkq̇
k =

1

2

r+n
∑

k=1

(

∂Mij

∂qk
+

∂Mik

∂qj
− ∂Mkj

∂qi

)

q̇k

where Mij is the ijth component of the mass matrix M . The elements Γijk are the Christoffel symbols
associated with M . The matrix C is often called the “Coriolis and centripetal” matrix associated with M .
It can be shown that Ṁ − 2C is skew-symmetric; see [24]. We make use of this property shortly when we
develop sufficient conditions for matching with artificial gyroscopic forces. The matrix Cτ,σ,ρ corresponding
to M τ,σ,ρ is defined similarly to C.

Let E represent the “Euler-Lagrange operator” defined as follows: given a Lagrangian L and a generalized
coordinate yA,

EyA(L) =
d

dt

∂L

∂ẏA
− ∂L

∂yA
.
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With these definitions, equations (8) may be written

(

[Exα(L)]
[Eθa(L)]

)

= Mq̈ + Cq̇ +

(

[V,α]
[V,a]

)

=

(

0

[ua]

)

. (16)

(By convention, commas in subscripts denote partial differentiation. For example, V,a is the partial derivative
of V with respect θa.) Solving for q̈ and substituting into the desired closed-loop equations (10) gives

(

[Exα(Lτ,σ,ρ)]
[Eθa(Lτ,σ,ρ)]

)

= M τ,σ,ρ M−1

{

−Cq̇ +

(

[−V,α]
[−V,a + ua]

)}

+ Cτ,σ,ρq̇ +

([

V ′
,α

]

[

V ′
,a

]

)

= Sq̇ (17)

where

S = −S
T =

(

[Sαβ ] [Sαb]
[Saβ ] [Sab]

)

. (18)

To find the matching conditions, we partition the input into two components,

ua = uk/g
a (xα, θa, ẋα, θ̇a) + up

a(x
α, θa), (19)

and match velocity-independent and velocity-dependent terms separately. The first term u
k/g
a shapes the

closed-loop kinetic energy and introduces gyroscopic forces into the closed-loop Euler-Lagrange equations.
The second term up

a shapes the closed-loop potential energy.

Velocity-dependent terms. Referring to equations (17), we must find the velocity-dependent component

of the control law
(

u
k/g
a

)

and conditions on the system and control parameters such that

M τ,σ,ρM
−1

((

0
[

u
k/g
a

]

)

− Cq̇

)

+ Cτ,σ,ρq̇ = Sq̇. (20)

Motivated by the form of the terms in (20), we let

(

0
[

u
k/g
a

]

)

= U(xα, θa, ẋα, θ̇a)q̇ (21)

where

U =

(

0 0

[Uaβ ] [Uab]

)

(22)

Substituting in equation (20), we require

[

M τ,σ,ρM
−1 (U − C) + Cτ,σ,ρ − S

]

q̇ = 0

for all q̇ ∈ TqQ. Recognizing that C and Cτ,σ,ρ are linear in velocity, these are n equations which are
quadratic in the components of velocity; these equations provide the necessary and sufficient conditions for

matching as well as the functional form of the velocity-dependent control term u
k/g
a .

More modest conditions, which are sufficient for matching, are obtained by assuming that U and S are also
linear in velocity and requiring that

M τ,σ,ρM
−1 (U − C) + Cτ,σ,ρ = S.

By skew symmetry of S, we need

(

M τ,σ,ρM
−1 (U − C) + Cτ,σ,ρ

)

+
(

(

UT − CT
) (

M τ,σ,ρM
−1
)T

+ CT
τ,σ,ρ

)

= 0. (23)

8



Recalling that Ṁ τ,σ,ρ − 2Cτ,σ,ρ is skew symmetric, we may rewrite equation (23) as

M τ,σ,ρM
−1 (U − C) +

(

UT − CT
) (

M τ,σ,ρM
−1
)T

+ Ṁ τ,σ,ρ = 0. (24)

For convenience, define

M =





[

Mβ
α

]

[

Mb
α

]

[

Mβ
a

]

[

Mb
a

]



 = M τ,σ,ρM
−1.

Also, let tilde denote a component of a transposed matrix; for example,
[

M̃b
α

]

represents the upper right

block of M
T . Equation (24) implies that

0 = (−Mγ
αCγβ + Mc

α(Ucβ − Ccβ)) +
(

−C̃αγM̃γ
β + (Ũαc − C̃αc)M̃c

β

)

+ (Ṁ τ,σ,ρ)αβ (25)

0 = (−Mγ
αCγb + Mc

α(Ucb − Ccb)) +
(

−C̃αγM̃γ
b + (Ũαc − C̃αc)M̃c

b

)

+ (Ṁ τ,σ,ρ)αb (26)

0 = (−Mγ
aCγβ + Mc

a(Ucβ − Ccβ)) +
(

−C̃aγM̃γ
β + (Ũac − C̃ac)M̃c

β

)

+ (Ṁ τ,σ,ρ)aβ (27)

0 = (−Mγ
aCγb + Mc

a(Ucb − Ccb)) +
(

−C̃aγM̃γ
b + (Ũac − C̃ac)M̃c

b

)

+ (Ṁ τ,σ,ρ)ab (28)

Solving equation (28) for Uab, one finds that it is linear in velocity, since all other terms in (28) are linear
in velocity. Substituting the solution for Uab into equation (26) or (27), one obtains the solution for Uaβ ,
which is also linear in velocity. Substituting the control terms Uab and Uaβ into equation (25) gives the
final conditions for matching. Since each term in (25) is linear in velocity, and the identity must hold for
any velocity, there are 1

2
r(r + 1) independent equations which are linear in velocity. Since ẋα and θ̇a are

independent, each of these 1
2
r(r + 1) equations can be decomposed into r + n independent equations. In all,

there are 1
2
r(r+1)(r +n) partial differential equations. These equations involve the n(n+ r+1) unspecified

functions τa
α, σab, and ρab, and their first partial derivatives. Matching involves using freedom available in

τa
α, σab, and ρab, to solve these equations. Ideally, some parametric freedom will remain after the velocity-

dependent matching problem has been solved. If so, this freedom can be exploited in later analysis to help
obtain conditions for closed-loop stability.

Note, in the procedure described above, that the components of S do not appear explicitly in the matching
process; S is a product of the procedure, to be computed after matching has been achieved.

Velocity-independent terms. Since the terms in (17) involving the potential energy V are independent
of velocity, we require that

M τ,σ,ρM
−1

(

[−V,α]
[−V,a + up

a]

)

+

([

V ′
,α

]

[

V ′
,a

]

)

=

(

0

0

)

. (29)

Written explicitly in terms of the component matrices

M τ,σ,ρM
−1

=

([

Aαγ + (ζd
α + τd

α)ρde(ζ
e
γ + τ e

γ )
] [

(ζd
α + τd

α)ρdc

]

[

ρad(ζ
d
γ + τd

γ )
]

[ρac]

)

◦
( [

Bγβ
]

−
[

Bγδζb
δ

]

−
[

ζc
δB

δβ
] [

gcb + ζc
δB

δνζb
ν

]

)

=

([

AαγBγβ + (ζd
α + τd

α)ρdeτ
e
γBγβ

] [

−AαγBγδζb
δ + (ζc

α + τ c
α)ρcdD

cb
]

[

ρacτ
c
γBγβ

] [

ρacD
cb
]

)

(30)

where
Dab = gab − τa

γ Bγδζb
δ . (31)
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Substituting (30) into (29), one obtains two equations. The second equation of (29) requires that

0 = ρacτ
c
γBγβ (−V,β) + ρacD

cb
(

up
b − V,b

)

+ V ′
,a. (32)

Solving (32) for the control law gives

up
a = V,a + Dac

(

τ c
γBγβV,β − ρcbV ′

,b

)

(33)

The problem remains to find a condition such that the first equation in (29) holds under the control law (33).
As shown in Appendix A, the appropriate “potential matching condition” is the following partial differential
equation for V ′(xα, θa):

0 =
(

V ′
,α − V,α

)

−
(

τ c
ασcdg

de + ζe
α

)

Defτ f
γ BγβV,β

+
((

τ c
ασcdg

de + ζe
α

)

Defρfb − τ c
ασcdρ

db − ζb
α − τ b

α

)

V ′
,b. (34)

Remark 3.1. If the potential energy remains unaltered by feedback (V ′ = V ) and is independent of θa,
then condition (34) is satisfied by choosing

τa
α = −σacgcα.

If the potential energy is not modified in the uncontrolled directions (V ′
,α = V,α), then condition (34) is

satisfied by choosing
τa
α = −σacgcα and σab + ρab = gab.

This choice of τa
α is common to several previous matching results, including the “first matching theorem”

of [13], the “Euler-Poincaré matching conditions” of [14], and the “general matching conditions” stated in
[12]. The choice of ρab is common to the “Euler-Poincaré matching conditions” and the “general matching
conditions” of [12] where the problem of stabilizing the rotary inverted pendulum was considered. In all these
previous cases, the choices were made to satisfy matching conditions for kinetic energy shaping rather than
potential energy shaping. Because the term M τ,σ,ρM

−1 appears in the kinetic shaping identity (20) and
the potential shaping identity (29) in precisely the same way, it is not surprising that conditions developed
for kinetic energy shaping also arise when shaping the potential energy.

4 Dissipation

To determine how dissipation, either natural or artificial, affects the closed-loop system (10), consider a
more general version of the open-loop equations (8):

d

dt

∂L

∂ẋα
− ∂L

∂xα
= Fα

d

dt

∂L

∂θ̇a
− ∂L

∂θa
= ua + Fa. (35)

The term Fα represents generalized forces which are inherent to the system, such as friction. The term
Fa represents some combination of natural forces within the system and user-defined control forces applied
to it. With ua determined according to the procedure described in Section 3, we consider stability of the
equilibrium (9), where it is assumed that Fα = Fa = 0 at the equilibrium. (See [18] for a general discussion
of external forces in controlled Lagrangian and controlled Hamiltonian systems.)
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We assume that the control-modified energy Eτ,σ,ρ is a Lyapunov function in the conservative setting. That

is, the energy and structure shaping control law ua = u
k/g
a + up

a stabilizes the system about a minimum or a
maximum of Eτ,σ,ρ. Under this choice of feedback, the closed-loop dynamics with the external forces become

(

[Exα(Lτ,σ,ρ)]
[Eθa(Lτ,σ,ρ)]

)

= Sq̇ + M τ,σ,ρ M−1

(

[Fα]
[Fa]

)

.

Referring to equation (30) for M τ,σ,ρM
−1, the control-modified energy satisfies

d

dt
Eτ,σ,ρ = q̇T M τ,σ,ρ M−1

(

[Fα]
[Fa]

)

(36)

= ẋαAαγBγβ
(

Fβ − ζb
βFb

)

+
(

θ̇a + ẋα (ζa
α + τa

α)
)

ρac

(

DcbFb + τ c
γBγβFβ

)

. (37)

The desired equilibrium will remain stable in the presence of damping if Ėτ,σ,ρ is semidefinite with opposite
sign to Eτ,σ,ρ.

Remark 4.1. Feedback dissipation with no physical damping. Suppose that Fα = 0 and that Fa

can be specified as a dissipative feedback control law. Then

d

dt
Eτ,σ,ρ =

(

Dabρbc

(

θ̇c + (ζc
α + τ c

α) ẋα
)

− ζa
αBαβAβγẋγ

)

Fa.

Therefore, choosing

Fa = udiss
a = kdiss

ab

(

Dbcρcd

(

θ̇d +
(

ζd
α + τd

α

)

ẋα
)

− ζd
αBαβAβγẋγ

)

(38)

makes Ėτ,σ,ρ quadratic. The modified energy rate can clearly be made either positive or negative semidef-
inite, as desired, by choosing kdiss

ab appropriately. For example, if Eτ,σ,ρ is positive definite at the desired
equilibrium, one may choose kdiss

ab negative definite so that Ėτ,σ,ρ will be negative semidefinite. The equi-
librium thus remains stable and asymptotic stability may be assessed using LaSalle’s invariance principle.

When the system is subject to physical damping, asymptotic stabilization is more subtle. By “physical
damping,” we mean dissipation which opposes velocity in the sense that

ẋαFα + θ̇aFa < 0

whenever the velocity is nonzero. Consider the simplest case of linear damping

(

[Fα]
[Fa]

)

= −Rq̇, (39)

where R is a matrix of damping constants. Then

d

dt
Eτ,σ,ρ = −q̇T M τ,σ,ρ M−1 Rq̇

= −1

2
q̇T
(

M τ,σ,ρ M−1 R + RT M−1 M τ,σ,ρ

)

q̇

If M τ,σ,ρ, M , and the symmetric part of R are all positive definite, one might expect that

M τ,σ,ρ M−1 R + RT M−1 M τ,σ,ρ > 0 (40)
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and therefore that Ėτ,σ,ρ ≤ 0. In general, this is not the case. Thus, one must take special care when
considering the effect of linear damping in systems controlled using kinetic energy shaping feedback. The
example described in Section 5 illustrates this issue. The importance of physical damping in general con-
trolled Lagrangian systems is acknowledged in [3]. The issue is also discussed, for special classes of controlled
Lagrangian systems, in [29] and [30].

The problem of physical dissipation is not unique to the method of controlled Lagrangians, but arises
whenever the kinetic energy metric is modified through feedback. As observed by a reviewer, and also by
Gómez-Estern & van der Schaft [19], the problem can be understood as a lack of passivity in the closed-loop
system. Taking Eτ,σ,ρ as the natural storage function, and referring to (36), one sees that the passive output
for the closed-loop system is M−1M τ,σ,ρq̇. The dissipative forces (39) depend on the open-loop passive
output q̇ rather than the closed-loop passive output. Observing that Ėτ,σ,ρ fails to be negative semidefinite
under these damping forces is equivalent to observing that the theorem of passivity does not apply.

5 Example: The Pendulum on a Cart

To illustrate the results of Sections 3 and 4, and to maintain continuity with previous work, we consider the
problem of stabilizing an inverted pendulum on a cart. In [13] the “simplified matching conditions” led to a
choice of feedback which recovered a closed-loop Lagrangian system with no gyroscopic forces. Conservation
of the modified total energy and the modified translational momentum allowed the construction of a control
Lyapunov function for the desired equilibrium. There, the desired equilibrium was the pendulum in the
upright position with the cart moving at a prescribed constant velocity. Conservation of the translational
momentum was used to reduce the order of the dynamics, and the desired equilibrium was shown to be a
maximum of the closed-loop potential energy and of the horizontal component of the closed-loop kinetic
energy.

In [6], the approach was made more powerful by introducing an additional control term to modify the closed-
loop potential energy. The modified potential energy broke the symmetry, and the translational momentum
was no longer conserved. In this case, the desired equilibrium, corresponding to the pendulum in the upright
position and the cart at rest at the origin, was made into a maximum of the closed-loop energy.

Here, we go a step further by allowing gyroscopic forces in the closed-loop system. The desired equilibrium,
corresponding to the pendulum in the upright position and the cart at rest at the origin, becomes a minimum
of the control-modified total energy. The basin of stability is the set of states for which the pendulum is
elevated above the horizontal line through its pivot.

This same example has been considered in numerous other papers on energy shaping, including [1], [2],
and [20]. Two features of our control design and analysis distinguish our treatment from others. First, the
closed-loop Lagrangian system includes artificial gyroscopic forces, illustrating that such energy-conserving
forces can play a useful role in the matching process. Second, we consider the issue of physical damping and
its effect on the closed-loop dynamics. As the example illustrates, such analysis is crucial if one wishes to
implement a feedback control law which modifies a system’s kinetic energy.

5.1 Conservative Model

The inverted pendulum on a cart is depicted in Figure 3. The cart location is denoted by s and the
pendulum angle by φ. A control force u is applied to the cart. The configuration space is Q = R × S1 and
the uncontrolled dynamics are invariant under the action of G = S1 on Q. (See [6, 13].)
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Figure 3: Pendulum on a cart.

We introduce the following nondimensional variables,

s̄ =
s

l
, γ =

M + m

m
, and T = ωt where ω =

√

g

l
. (41)

We denote differentiation with respect to nondimensional time T with an overdot. Using the notation of
Bloch, Leonard, & Marsden [13], and dropping the overbar from s̄, the nondimensional Lagrangian is

L =
1

2

(

φ̇
ṡ

)T (
1 cos φ

cos φ γ

)(

φ̇
ṡ

)

− cos φ.

In the conservative setting, the open-loop equations of motion for this system are
(

Eφ(L)
Es(L)

)

=

(

0
u

)

.

Because this is a two-degree-of-freedom problem, we may define the scalar parameters

τ = [τa
α] , σ = [σab] , and ρ = [ρab]

without ambiguity. From (14), the modified kinetic energy metric is

M τ,σ,ρ =





(

1 − 1
γ cos2 φ

)

+ στ2 + ρ
(

τ + 1
γ cos φ

)2

ρ
(

τ + 1
γ cos φ

)

ρ
(

τ + 1
γ cos φ

)

ρ



 (42)

As described at the end of Section 3, we first compute the terms Uab and Uaβ from (27) and (28). We then
consider the two PDEs obtained from (25). To preserve symmetry in the modified kinetic energy, τ , σ, and
ρ are independent of the cart position s. The two PDEs reduce to a single ODE in the three unknown
functions τ , σ, and ρ. As a two degree of freedom, single-input system, the cart-pendulum problem is
obviously quite special. In general, solving the 1

2
r(r + 1)(r + n) PDEs for matching may be challenging.

Aided by Mathematica, one finds that the following choices satisfy the equation:

τ =
2

cos φ
,

σ =
4 −

(

2 + cos3 φ
)

(

1 − 1
γ cos2 φ

)

4 cos φ
, and

ρ =
2

cos φ
(

1 − 1
γ cos2 φ

) .
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For this matching solution, no parametric freedom remains in the control-modified kinetic energy. Remark-
ably, the closed-loop kinetic energy metric is positive definite and the parametric freedom obtained through
potential shaping is sufficient to allow stabilization.

The velocity-dependent component of the energy shaping control law is

uk/g =
1

2 (γ + cos2 φ)2

(

(

γ2
(

5γ − 4 cos2 φ
)

sec φ tan φ − 3
(

5γ + 2cos2 φ
)

sin φ cos2 φ
)

φ̇2

+
(

γ2
(

γ − 2 cos2 φ
)

tan φ − 3γ sin φ cos3 φ
)

φ̇ṡ
)

(43)

Next, solving the potential shaping PDE (34) and substituting the solution into (33), we find that we may
choose

up =
1

2 (γ + cos2 φ)

(

4γ2 tan φ + cos φ
(

γ − cos2 φ
)2 dv(ϕ(φ, s))

dϕ

)

, (44)

where v(·) is an arbitrary C1 function and where

ϕ(φ, s) = s + 6 arctanh

(

tan

(

φ

2

))

.

Note that ϕ is well-defined for all s and for all φ ∈ (−π
2
, π

2
). The input up effectively alters the system’s

potential energy; the modified potential function is

V ′(φ, s) =

((

1

cos2 φ
− 1

)

+ v(ϕ(φ, s))

)

.

Figure (4) shows level sets of the modified potential energy with v(ϕ) = 1
2
κϕ2 and with κ = 0.5.

−90 −45 0 45 90

−80

−40

0

40

80

1

10

100

1000

s

Á     (deg)

Figure 4: Level sets of V ′(φ, s).

Letting
u = uk/g + up, (45)

the closed-loop equations of motion are

(

Eφ(Lτ,σ,ρ)
Es(Lτ,σ,ρ)

)

=

(

0 ς
−ς 0

)(

φ̇
ṡ

)
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where the control-modified Lagrangian is

Lτ,σ,ρ =
1

2

(

φ̇
ṡ

)T

M τ,σ,ρ

(

φ̇
ṡ

)

− V ′(φ, s)

and where
ς = − γ

(γ − cos2 φ)2

(

(

γ − 3 cos2 φ
)

sec2 φ tan φ(3φ̇ + ṡ cos φ)
)

. (46)

Proposition 5.1. The control law (45), with uk/g given by (43) and up given by (44), and with

v(ϕ) =
1

2
κϕ2, (47)

stabilizes the equilibrium at the origin provided κ > 0. Moreover, for all initial states in the set

W = {(φ, s, φ̇, ṡ) ∈ S1 × R
3 | |φ| <

π

2
}, (48)

trajectories exist for all time and are confined to compact, invariant, level sets of the modified total energy

Eτ,σ,ρ =
1

2

(

φ̇
ṡ

)T

M τ,σ,ρ

(

φ̇
ṡ

)

+

((

1

cos2 φ
− 1

)

+ v(ϕ(φ, s))

)

. (49)

Proof : The desired equilibrium is a strict minimum of the control-modified energy, which is conserved
under the closed-loop dynamics. Thus Eτ,σ,ρ is a Lyapunov function and stability of the origin follows by
Lyapunov’s second method. Level sets of Eτ,σ,ρ which are contained in W are invariant because Eτ,σ,ρ is
conserved. To check that these level sets are compact, apply the change of coordinates

(φ, s, φ̇, ṡ) 7→ (χ, s, χ̇, ṡ)

where χ = tan φ. This change of variables defines a diffeomorphism from W to R
4. In the transformed

coordinates, the control-modified energy Eτ,σ,ρ is radially unbounded. It follows that the level sets of Eτ,σ,ρ

contained in W are compact; see [21]. �

5.2 Conservative Model with Feedback Dissipation

Next, we apply dissipative feedback, as described in Remark 4.1. The complete feedback control law is

u = uk/g + up + udiss. (50)

Setting

udiss = kdiss

(

−2 sec2 φ(γ + cos2 φ)(3φ̇ + ṡ cos φ)

(γ − cos2 φ)2

)

, (51)

where kdiss is a dimensionless dissipative control gain, gives

Ėτ,σ,ρ = kdiss

(

2 sec2 φ(γ + cos2 φ)(3φ̇ + ṡ cos φ)

(γ − cos2 φ)2

)2

. (52)

Choosing kdiss < 0 makes Ėτ,σ,ρ negative semidefinite.

Proposition 5.2. The control law (50), with uk/g and up given as in Proposition 5.1 and with udiss given
by (51), asymptotically stabilizes the origin provided kdiss < 0. The region of attraction is the set W (48) of
states for which the pendulum is elevated above the horizontal plane.

Proof : The proof is given in Appendix B. �
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5.3 Dissipative Model

We have shown that one may choose κ to make the equilibrium a strict minimum of the control-modified
energy Eτ,σ,ρ. We have also shown that one may choose kdiss to drive Eτ,σ,ρ to that minimum value, in the
absence of other dissipative forces. Interestingly, when kdiss = 0 and physical damping is present, the control
law does not provide asymptotic stability. Suppose a damping force opposes the cart’s motion in proportion
to the cart’s velocity. Suppose also that a damping moment opposes the pendulum’s motion in proportion
to the pendulum angular rate. This simple linear damping destabilizes the inverted equilibrium unless it is
properly countered through feedback. This phenomenon is consistent with previous control designs based
on the method of controlled Lagrangians, as discussed in [29].

Assume that the closed-loop system described in Section 5.1 is subject to (nondimensional) dissipative
external forces of the form

[Fα] = −dφφ̇ and [Fa] = −dsṡ, (53)

where dφ and ds are dimensionless damping constants. We assume that dφ > 0. The value of ds, on the other
hand, can be modified directly through feedback. Indeed, one may impose arbitrary dissipative forces in
the controlled directions and may thus modify the components in the bottom row of the matrix R through
feedback. Regardless, it can be shown that there is no choice of linear feedback dissipation which makes
inequality (40) hold for this example. (The proof is an extension of the proof of Lemma 4.2 in [26].) Because
Ėτ,σ,ρ cannot be made negative semidefinite when dφ > 0, Eτ,σ,ρ is no longer a Lyapunov function in this
case.

Rather than search for a new Lyapunov function, we analyze nonlinear stability locally using Lyapunov’s
first method. That is, we examine the spectrum associated with the linearized dynamics. The local analysis
provides a valuable assessment of the nonlinear controller’s performance. In practice, one would not likely
implement a nonlinear control law whose local performance compares poorly with available linear control
laws.

As will be shown, the given controller, with an appropriate choice of linear feedback dissipation, is still quite
effective at stabilizing the desired equilibrium. Moreover, even though we lose the Lyapunov function, and
thus the proof of a large region of attraction, simulations suggest that the region of attraction remains quite
large.

Encouraged by converse theorems for Lyapunov stability, one might search for a new Lyapunov function
for the given controller. One approach might involve complementing Ėτ,σ,ρ with another function, and an
appropriately defined switching sequence, such that the pair of functions proves asymptotic stability; see
[15], for example. A more challenging approach, perhaps, would be to seek a new modified energy for the
given control law, for which the equilibrium is a minimum (or a maximum) and for which a dissipation
inequality such as (40) can be made to hold with suitably defined feedback dissipation. (In the case of
nonlinear damping, the inequality (40) would have to be modified. Nonlinear damping often arises in real
systems, including the system considered here; see [26].) Additional freedom can be obtained in the matching
process by relaxing the symmetry requirements and allowing a more general Ehresmann connection; see [5].

Linearizing the closed-loop equations about the desired equilibrium gives

q̇ = Aq + h.o.t., (54)

where q = [φ s φ̇ ṡ]T is the state vector and the state matrix is

A =











0 0 1 0
0 0 0 1

−a − 3bκ −bκ − dφγ
γ−1

+ 3 c kdiss
ds

γ−1
+ c kdiss

2a + 3bκ + 1
γ+1

bκ − dφ

γ−1
− 3 c kdiss − ds

γ−1
− c kdiss











(55)
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with

a =
γ

γ + 1
, b =

γ − 1

2(γ + 1)
, and c =

2(γ + 1)

(γ − 1)3
.

We point out that κ and kdiss are control parameters and γ and dφ are system parameters. Because the
dissipative force corresponding to the parameter ds enters in the controlled direction, this parameter can
be modified through feedback; still, we treat ds as a system parameter. Because γ > 1, the constants a, b,
and c are all positive. We examine stability in the κ-kdiss parameter space for different system parameter
values. Specifically, using Routh’s criterion, we find values of κ and kdiss such that every eigenvalue of A

has a negative real part for given system parameter values. We use Routh’s criterion to find conditions on
κ and kdiss such that exponential stability is guaranteed.

The eigenvalues λ of A satisfy the fourth order polynomial

λ4 + p3λ
3 + p2λ

2 + p1λ + p0 = 0 (56)

where the coefficients are

p0 = bκ p2 = a +
dφds

γ − 1
+ 2bκ + c dφ kdiss

p1 =
−ds

γ − 1
− b dφ κ − c kdiss p3 =

γdφ + ds

γ − 1
− 2c kdiss (57)

Necessary and sufficient conditions for every eigenvalue to have negative real part are that

p0 > 0, p1 > 0, p2 > 0, and p3 > 0, (58)

and that

δ = p2p3 − p1 > 0

δ1 = δ p1 − p2
3 p0 > 0. (59)
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Figure 5: Stabilizing values of control parameters (dφ = ds = 0) in gray shaded area.

First, consider the simpler case where there is no physical dissipation, i.e., dφ = ds = 0. Figure 5 shows the
curves

p0 = 0, p1 = 0, p2 = 0, p3 = 0, δ = 0, δ1 = 0

17



in the κ-kdiss plane. The hashed areas are control parameter values for which the conditions for asymptotic
stability are violated. The region of stabilizing control parameter values is seen to be the entire fourth
quadrant, which is consistent with Remark 4.1.

If ds and dφ are nonzero, the region of stabilizing control parameter values shown in Figure 5 changes slightly.

Proposition 5.3. If
√

2 > dφ ≥ 0 and ds > −γdφ, then there exist control parameter values κ and kdiss

which exponentially stabilize the origin of the linearized dynamics (54)-(55).

Proof : See Appendix C.

The proof of the above result also shows that if kdiss = 0, one can not find a stabilizing value of κ when
ds > 0 and dφ > 0. That is, the control law developed for the conservative system model will fail to stabilize
a system with generic, linear damping. One must introduce feedback dissipation to stabilize the system.

As an alternative to the feedback dissipation term (51), one may instead apply feedback which makes ds

negative. (Although we have treated ds as a system parameter, the damping force associated with this
parameter occurs in the controlled direction, so one may effectively change ds through feedback.) If ds

satisfies −γdφ < ds < 0, one may obtain closed-loop stability even with kdiss = 0; see the sketch on the
right-hand side of Figure 6. Applying feedback to make ds negative corresponds to reversing the natural
damping force acting on the cart.

Proposition 5.3 asserts that, under quite reasonable conditions on the physical parameter values, there exist
control parameter values which exponentially stabilize the linearized dynamics. For these parameter values,
it follows from Lyapunov’s first method that the nonlinear system is locally exponentially stable. In fact,
simulations suggest that the region of attraction is once again the set W of states for which the pendulum
is elevated above the horizontal plane. We point out that exponential stability of the linearized dynamics
also implies that the control law is, at least locally, robust to small uncertainties in the model parameters.

-15

0.4

0.2

-0.2

-0.4

-10 -5 5 15 5-10 -510 10

0.2

-0.2

0.1

-0.1

(a) (b)

kdiss kdiss
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Figure 6: Stabilizing control parameter values (in gray) for γ = 2 and dφ = 0.1 with (a) ds = 0.05 and (b)
ds = −0.05. The solid line is δ1 = 0; the dashed line is δ = 0.

Numerical results. Figure 6 shows the region of stabilizing control parameter values for particular values
of the system parameters. We fix γ = 2 and dφ = 0.1 and consider the two cases ds = 0.05 and ds = −0.05.
Figure 6(a) shows that, when ds = 0.05, the κ-axis lies outside the region of stabilizing control parameter
values. Thus, in absence of feedback dissipation (i.e., with kdiss = 0), no value of the control parameter κ
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can stabilize the system when ds > 0. When ds < 0, however, a portion of the κ-axis lies within the region of
stabilizing control parameter values. This observation is illustrated in Figure 6(b) for the case ds = −0.05.
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Figure 7: Pendulum angle and cart location versus time with dφ = 0 (solid) and dφ = 0.1 (dashed).
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Figure 8: Control-modified energy Eτ,σ,ρ versus time with dφ = 0 (solid) and dφ = 0.1 (dashed). Note the
non-monotonic convergence in the case where physical damping is present.

¿From Figure 6(b), we see that the values κ = 0.5 and kdiss = −0.25 lie in the region of stabilizing
parameter values. Figure 7 shows closed-loop system trajectories with these parameter choices in response
to the (nondimensional) initial conditions

φ(0) =

(

89

90

)

π

2
s(0) = 0 φ̇(0) = π ṡ(0) = 0.

Note that this initial state is far outside the region where the linearized equations provide a reasonable model
for the nonlinear dynamics. It corresponds to an almost horizontal pendulum which is rotating downward.
We assume a perfect actuator; the magnitude of the control force is unlimited and the actuator responds
instantaneously to reference commands.

Figure 7 shows two cases. In the first case, denoted by solid lines, only feedback dissipation is applied
(dφ = ds = 0). In the second case, denoted by dashed lines, there is also physical damping in the unactuated
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direction (dφ = 0.1) and “reversed damping” in the actuated direction (ds = −0.05). In both cases, the
system converges to the desired equilibrium, although more slowly in the latter case.

Figure 8 shows the control modified energy for the two cases described above. In both cases, the energy
decays to its minimum value. In the presence of physical damping, however, the function does not decay
monotonically. The control-modified total energy is not a Lyapunov function when physical damping is
present.

6 Conclusions

We have modified the method of controlled Lagrangians, as presented in [13] and [6], to include artificial
gyroscopic forces in the closed-loop system. These forces conserve the feedback-modified system energy and
thus preserve its role as a control Lyapunov function. The introduction of gyroscopic forces allows additional
freedom which can be used to expand the basin of stability and to tune the closed-loop system performance.
Having stabilized a given system in this way, one may introduce feedback dissipation in an effort to achieve
asymptotic stability. While the approach described here is less general than the formulation given in [18],
it is more algorithmic.

The control design technique was applied to the problem of stabilizing an inverted pendulum on a cart. The
control-modified energy was constructed such that the desired equilibrium is a minimum. The addition of
feedback dissipation provides asymptotic stability within a region of attraction that contains all states for
which the pendulum is elevated above the horizontal plane. Despite these results, generic physical damping
makes the control-modified energy rate indefinite, thus invalidating the nonlinear stability argument. How-
ever, in this case, linear stability analysis provides a range of system and control parameter values which
ensure that the desired equilibrium is locally exponentially stable. Moreover, simulations suggest that the
region of attraction remains quite large.

As is clearly demonstrated by the example described here, physical damping must be carefully considered
for systems whose kinetic energy has been modified through feedback. In previous work, such as [29], the
stabilization problem was broken into three steps. The first step involved stabilizing a conservative model
of the system. Parameters for the control-modified kinetic energy metric were chosen in this step. The
second step involved adding feedback dissipation to the conservative system model. The third step involved
considering physical damping and, if necessary, modifying the system damping through feedback. It may
be advantageous to instead consider physical damping at the outset, that is, to choose parameters for the
control-modified kinetic energy metric and for feedback dissipation at the same time.

The example of a pendulum on a cart motivates further study. For example, encouraged by the local
analysis and simulation results, one might take a more general approach to energy shaping to search for a
true Lyapunov function for the given closed-loop system. Alternatively, one might consider the problem of
proving (non-monotonic) convergence of the control-modified energy in cases where the rate of change is
indefinite. Of the two possible approaches, the former is more consistent with the control design philosophy
and is perhaps more promising.
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A The Potential Energy Matching Condition

The upper term of equation (29) requires that

0 =
(

Aαγ + (ζd
α + τd

α)ρdeτ
e
γ

)

Bγβ (−V,β) −
(

AαγBγδζb
δ − (ζc

α + τ c
α)ρcdD

db
)

(

up
b − V,b

)

+ V ′
,α . (60)

Noting that
AαγBγβ = δβ

α + τ c
ασcdτ

d
γ Bγβ, (61)

from the definition (13) of Aαβ , we may rewrite (60) as

0 = (−V,α) +
(

τ c
ασcdρ

de + (ζe
α + τ e

α)
)(

ρefτ f
γ Bγβ

)

(−V,β)

−
(

AαγBγδζb
δ − (ζc

α + τ c
α)ρcdD

db
)

(

up
b − V,b

)

+ V ′
,α . (62)

Using (32) in (62) gives

0 = Ṽ,α +
(

τ c
ασcdρ

de + (ζe
α + τ e

α)
)(

−ρacD
cb
(

up
b − V,b

)

− V ′
,a

)

−
(

AαγBγδζb
δ − (ζc

α + τ c
α)ρcdD

db
)

(

up
b − V,b

)

= Ṽ,α − τ c
ασcd

(

Ddb
(

up
b − V,b

)

− ρdbV ′
,b

)

− (ζc
α + τ c

α)V ′
,c − AαγBγδζb

δ

(

up
b − V,b

)

= Ṽ,α −
(

τ c
ασcdD

db + AαγBγδζb
δ

)

(

up
b − V,b

)

−
(

τ c
ασcdρ

db + ζb
α + τ b

α

)

V ′
,b (63)

Using the definition (31) of Dab and the identity (61), equation (63) simplifies to

0 = Ṽ,α −
(

τ c
ασcdg

db + ζb
α

)

(

up
b − V,b

)

−
(

τ c
ασcdρ

db + ζb
α + τ b

α

)

V ′
,b. (64)

Substituting the potential shaping portion of the control law

up
a = V,a + Dac

(

τ c
γBγβV,β − ρcbV ′

,b

)

from equation (33) gives

0 = Ṽ,α −
(

τ c
ασcdg

db + ζb
α

)

Dbe

(

τ e
γBγβV,β − ρefV ′

,f

)

−
(

τ c
ασcdρ

db + ζb
α + ζb

α

)

V ′
,b. (65)

Collecting coefficients of the partial derivatives of V ′ gives the potential matching condition (34).

B Proof of Proposition 5.2

Consider any compact, positively invariant set Ω ⊂ W , where W is given in (48), and let E be the set of all
points in Ω at which Ėτ,σ,ρ = 0:

E = {(φ, s, φ̇, ṡ) ∈ Ω | 3φ̇ + ṡ cos φ = 0}.

Lasalle’s invariance principle asserts that every trajectory starting in Ω approaches the largest invariant set
M contained in E as T → ∞. If the set M contains only the equilibrium at the origin, it follows that the
equilibrium is asymptotically stable. The set Ω provides an estimate of the region of attraction.
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By definition, Eτ,σ,ρ is constant along trajectories contained in M . Also, since

d

dT
ϕ(φ, s) =

d

dT

(

s + 6 arctanh

(

tan

(

φ

2

)))

= secφ
(

3φ̇ + ṡ cos φ
)

,

ϕ(φ, s) is constant along trajectories contained in M . Noting that ς, given in (46), is zero within the set M ,
the Euler-Lagrange equations restricted to this set are

d

dT

∂Lτ,σ,ρ

∂φ̇
= −

(

2 tan φ sec2 φ + 3κϕ sec φ
)

(66)

d

dT

∂Lτ,σ,ρ

∂ṡ
= −κϕ. (67)

Because ϕ is constant, (67) implies that

∂Lτ,σ,ρ

∂ṡ
= c1T + c2

where c1 = −κϕ and c2 are constants. But, because the equilibrium is stable, trajectories in Ω are bounded.
This implies that c1 = 0 and c2 = 0. Thus, ϕ(φ, s) = 0 and

∂Lτ,σ,ρ

∂ṡ
= 0. (68)

Restricted to the set M , the momenta conjugate to φ and s are

∂Lτ,σ,ρ

∂φ̇
=

2

3
sec2 φṡ (69)

∂Lτ,σ,ρ

∂ṡ
=

2

3
sec φṡ. (70)

It follows from (68) that ṡ = 0, since secφ 6= 0 in W . From (69), we see that

∂Lτ,σ,ρ

∂φ̇
= 0.

From (66), it follows that φ = 0. Finally, since ϕ(φ, s) = 0 and φ = 0, it follows that s = 0 as well. Thus,
for any Ω ⊂ W , the set M contains only the origin. Asymptotic stability within the set W follows from
Lasalle’s invariance principle.

C Proof of Proposition 5.3

We note that the coefficients p0 through p3 given in (57) are linear in kdiss and κ. For convenience, we let

p0 = −b0κ p2 = a2 − b2κ + c2kdiss

p1 = a1 − b1κ + c1kdiss p3 = a3 + c3kdiss (71)

where the coefficients ai, bi and ci are defined by comparing with (57). Referring to (58), we have

p0 > 0 ⇔ −b0κ > 0 p2 > 0 ⇔ kdiss >
b2

c2

κ − a2

c2

p1 > 0 ⇔ kdiss <
b1

c1

κ − a1

c1

p3 > 0 ⇔ kdiss < −a3

c3

(72)
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The condition on p0 implies that κ > 0, since b0 = −b < 0. The lines (in the κ-kdiss plane)

kdiss = −a3

c3

, kdiss =
b2

c2

κ − a2

c2

, kdiss =
b1

c1

κ − a1

c1

and κ = 0

are boundaries of stability. It can be checked that −a2

c2
< −a1

c1
< 0 and b2

c2
< b1

c1
< 0 for 0 < dφ <

√
2.

The two lines p1 = 0 and p2 = 0 have negative slopes and negative kdiss-axis intercepts. Moreover, the line
p2 = 0 is steeper than p1 = 0 when dφ <

√
2 and the kdiss-axis intercept of p2 = 0 is greater in magnitude

than that of p1 = 0. Assume that ds > −γdφ, so that the line p3 = 0 is above the κ axis. See Figure 9.

Next, we need δ > 0 where
δ = p2p3 − p1. (73)

We make the following observations:

• By the definition (73) of δ, we see that

p2 = p1 = 0 ⇒ δ = 0 and p3 = p1 = 0 ⇒ δ = 0.

Thus the curve δ = 0 passes through the intersection of p1 = 0 with p2 = 0 and also through the
intersection of p1 = 0 with p3 = 0.

• Using (71) and (73), we have

δ = 0 ⇒ (a3 + c3kdiss)(a2 − b2κ + c2kdiss) − (a1 − b1κ + c1kdiss) = 0

⇒ κ =
(a3 + c3kdiss)(a2 + c2kdiss) − (a1 + c1kdiss)

b2(a3 + c3kdiss) − b1

. (74)

It can be seen that

κ → ±∞ as kdiss → −a3

c3

+
b1

b2c3

(75)

Thus the line kdiss = −a3

c3
+ b1

b2c3
is an asymptote for δ = 0. Also b1

b2c3
=

dφ

4c > 0. This implies that the
asymptote lies above the line p3 = 0. From (74), we see that

κ → c2kdiss

b2

+
a2

b2

+
a3c2 − c1

c3b2

as kdiss → ±∞. (76)

Now, p2 = 0 has the form

k =
c2kdiss

b2

+
a2

b2

This means that the asymptote given by (76) is parallel to p2 = 0 and to the right since

a3c2 − c1

c3b2

=
(γdφ + ds)dφ

4b(γ − 1)
+

1

4b
> 0

since ds > −γdφ.

The observations made so far are illustrated in Figure 9. The asymptotes given in (75) and (76) are shown by
dashed lines. There are two possible cases. In the first case, shown in Figure 9(a), the point of intersection
of the lines p1 = 0 and p2 = 0 lies below the point of intersection of p1 = 0 and p3 = 0. In the second case,
shown in Figure 9(b), the point of intersection lies above that of p1 = 0 and p3 = 0. Since δ = 0 is quadratic
in kdiss and linear in κ, it cannot intersect p1 = 0 or p2 = 0 at points other than those shown by the filled
circles. Thus, the possible branches of δ = 0 must be as shown in Figure 9, for the cases considered above.
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Figure 9: Preliminary boundaries for stabilizing control parameter values. Hashes denote regions where the
conditions for exponential stability are violated.

The above observations help us to determine the possible regions of stabilizing control parameter values. At
the origin,

δ = p3p2 − p1 = a3a2 − a1 > 0 since a3, a2 > 0 > a1

Thus, by continuity of δ in κ and kdiss, the possible region of stabilizing control parameter values (δ > 0)
lies between the curves for δ = 0 in one case (Figure 9(a)) and does not lie between the curves in the other
case (Figure 9(b)).

Next, we need
δ1 = δp1 − p2

3p0 > 0.

Thus δ1 = 0 forms another boundary on the range of stabilizing parameter values.

• Note that

δ1 = 0 when δ = 0 and p3 = 0,

and when δ = 0 and p0 = 0,

and when p1 = 0 and p3 = 0,

and when p1 = 0 and p0 = 0.

Thus the curve δ1 = 0 passes through the intersections of δ = 0 with p0 = 0 and p3 = 0 and also
through the intersections of p1 = 0 with p0 = 0 and p3 = 0.

• One can check that

0 = δ1 = ((a3 + c3kdiss)(a2 − b2κ + c2kdiss) − (a1 − b1κ + c1kdiss))(a1 − b1κ + c1kdiss)

+ (a3 + c3kdiss)
2b0κ

⇒ 0 = (a3 + c3kdiss)b2 − b1 for large κ

⇒ kdiss = −a3

c3

+
b1

b2c3

for large κ.
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Thus kdiss = −a3

c3
+ b1

b2c3
is an asymptote for δ1 = 0.

• We note that δ1 = 0 is quadratic in κ and cubic in kdiss. This means that for a given kdiss, there can
be two roots for κ (including repeated roots) or none. Likewise, for a given κ, there can be three roots
for kdiss (including repeated roots) or one.

The above observations, along with an examination of Figure 9, give a clear idea about the nature of δ1 = 0.
This is schematically shown in Figure 10 where δ1 = 0 is sketched along with the other curves. Figure 10(a)
corresponds to the case discussed in Figure 9(a) and Figure 10(b) corresponds to the case discussed in
Figure 9(b).
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Figure 10: Sketch showing the region of stabilizing control parameter values (in gray).

The crucial observation is that there is some part of δ1 = 0 that lies in the fourth quadrant. At the origin
(κ = kdiss = 0),

δ1 = (a3a2 − a1)a1 < 0,

since a3, a2 > 0 > a1. Thus, by the continuity of δ1 in κ and kdiss, δ1 > 0 inside the δ1 = 0 loop as shown in
Figure 10. The region of stabilizing control parameter values is shown in gray in Figure 10. This completes
the proof.
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[19] Gómez-Estern F, van der Schaft A. Physical damping in IDA-PBC controlled underactuated mechanical
systems. European J Control 2004. (In review.)

[20] Hamberg J. General matching conditions in the theory of controlled Lagrangians. Proc IEEE Conf.
Decision and Control. Phoenix, AZ. 1999, pp 2519–2523.

[21] Khalil, HK. Nonlinear systems. 3rd edn. Prentice Hall, Upper Saddle River, NJ 2002.

[22] Marsden JE, Ratiu TS. Introduction to mechanics and symmetry. Springer-Verlag, New York, NY 1994.

[23] Marsden JE. Lectures on mechanics. Cambridge University Press, New York, NY 1992.

[24] Murray RM, Li Z, Sastry SS. A mathematical introduction to robotic manipulation. CRC Press, Boca
Raton, FL 1994.
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