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Abstract

The purpose of this paper is twofold. First, we give a derivation of the Lagran-
gian averaged Euler (LAE-α) and Navier-Stokes (LANS-α) equations. This theory
involves a spatial scale α and the equations are designed to accurately capture the
dynamics of the Euler and Navier-Stokes equations at length scales larger than α,
while averaging the motion at scales smaller than α. The derivation involves an
averaging procedure that combines ideas from both the material (Lagrangian) and
spatial (Eulerian) viewpoints. This framework allows the use of a variant of G. I.
Taylor’s “frozen turbulence” hypothesis as the foundation for the model equations;
more precisely, the derivation is based on the strong physical assumption that fluct-
utations are frozen into the mean flow. In this article, we use this hypothesis to
derive the averaged Lagrangian for the theory, and all the terms up to and including
order α2 are accounted for.

The equations come in both an isotropic and anisotropic version. The aniso-
tropic equations are a coupled system of PDEs (partial differential equations) for
the mean velocity field and the Lagrangian covariance tensor. In earlier works by
Foias, Holm & Titi [10], and ourselves [16], an analysis of the isotropic equa-
tions has been given. In the second part of this paper, we establish local in time
well-posedness of the anisotropic LANS-α equations using quasilinear PDE type
methods.

1. Introduction

Given a fluid domain � ⊂ R
3, the velocity-pressure representation of the in-

compressible Navier-Stokes (NS) equations is given by

∂tu + (u · ∇)u = − grad p + ν
u,

div u = 0,

}
on � × (0, T ),

u(t, x)|t=0 = u0(x), u(t, x) = 0 on ∂� , t ∈ [0, T );
(1)
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here, ν > 0 is the kinematic viscosity, u(t, x) is the spatial velocity vector, and
p(t, x) is the scalar pressure field, which is determined up to a constant from the
velocity field u. It is widely accepted that (1) contains all of turbulence (see, for
example, page 1 of Frisch [11]); nevertheless, even with knowledge of the math-
ematical model, the problem of turbulence remains one of the last great unsolved
problems of physics. The convective nonlinearity (∇ · u)u sends energy from the
large spatial scales into smaller and smaller scales until the energy reaches the
Kolmogorov dissipation scale, at which it is annihilated by the linear dissipation
mechanism ν
u. This energy cascade reaps computational havoc; in order to re-
solve a numerical simulation of (1), enough grid points or Fourier modes must
be used so that the approximation captures all of the spatial scales down to the
Kolmogorov scale. For turbulent flows, such resolution requirements remain pro-
hibitively expensive.

Reynolds Averaging. In turbulent regimes, it is reasonable to propose a statisti-
cal theory of turbulence. For this purpose, it is often supposed that the velocity
field of the fluid is a random variable which may be represented by the Reynolds
decomposition

u(t, x) = U(t, x) + u′(t, x), (2)

where u′(t, x) denotes a random variable with mean value zero, u′ = 0, and that it
is only knowledge of the averaged value of velocity U(t, x) that will be important
for applications.A mathematical model for the evolution of the averaged velocity U

requires the derivation of an averaged Navier-Stokes equation, which would great-
ly facilitate our understanding of the NS equation (1). The classical approach for
deriving such an averaged Navier-Stokes model, is to substitute the decomposition
(2) into the NS equation (1) and then average. This procedure yields the Reynolds
averaged Navier-Stokes (RANS) equations, which are given by

∂tU + (U · ∇)U + Div u′ ⊗ u′ = − grad P + ν
U. (3)

The tensor u′ ⊗ u′ is called the Reynolds stress and leads to the so-called turbulent
closure problem, namely that of expressing the Reynolds stress in terms of the mean
velocity U so that U has well-defined dynamics.

Classically, it is assumed that the Reynolds stress tensor depends only on the
gradient of the mean velocity field ∇U and that the mapping ∇U �→ u′ ⊗ u′ is
Galilean-invariant; these assumptions yield the result

u′ ⊗ u′ = νE(t, x, Def U) · Def U, (4)

where the (rate of) deformation or strain tensor Def U is given by

Def U = 1
2 [∇U + (∇U)T ],

and νE is the eddy viscosity which in general may depend on t , x and Def U in a
nonlinear fashion.

As a result of such an averaging approach, artificial viscosity is added into the
system to remove energy which is contained in the small scales at which u′ resides,
and there is still a need to guess the functional form of the eddy viscosity νE .
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The Need for an Alternative Approach. The LANS-α equations1, in their isotropic
and anisotropic versions, directly deal with this problem and, besides being theoret-
ically interesting, have proved to be computationally very attractive. The inviscid
form of the isotropic version of these equations on R

n can be traced back to [13,
14] (and on compact Riemannian manifolds to [22]), but there have been numerous
extensions made to both the viscous and bounded domain settings, and we refer the
reader to [16] for the history of this subject and numerous references. The aniso-
tropic equations appeared in Holm [12] under the name of LMM equations—see
Remark 1 below.

While the (isotropic) equations have been extensively studied, a correct deri-
vation that accounts for all the terms up through order α2 has been missing in the
literature. Our first goal in this paper is to provide a precise set of assumptions that
yield the averaged action principle from which these equations (both the isotro-
pic and anisotropic cases) arise. Our second goal is to give a local existence and
uniqueness theorem for the anisotropic case on regions without boundary. The case
of turbulent channel flow and flow on general bounded domains is treated in [6]
and [7].

The general technique for the derivation is to perform averaging at the level of
the action principle. Such an approach is common in other areas where the variation-
al structure of the problem is perhaps more transparent. Examples are in nonlinear
waves and the derivation of envelope equations, notably in Whitham [26] and [9].
It also occurs in the Physics literature, as in, for example, [24]. Thus, while the
general idea for such an approach is not new, its application to the derivation of the
averaged fluid equations is relatively recent.

Generalizing the approach used in [16] for the isotropic case, we propose a
technique for dealing with the averaging of (1) which uses a modern version of
Taylor’s Frozen Turbulence Hypothesis (see [25]) to realize the turbulence clo-
sure. In our approach, we replace the fundamental additive Reynolds decomposition
(2) by a decomposition of volume-preserving flows, and perform an ensemble aver-
aging of the energy of the fluid, rather than averaging the Navier-Stokes equations
themselves. The procedure makes fundamental use of the interplay between the
Eulerian and Lagrangian representations of the fluid2. Our method is also related to

1 These equations have also been referred to as the viscous Camassa-Holm equations by
Foias, Holm, Titi and their collaborators. Other names that have been used in the literature
for the LANS-α equations are either the Navier-Stokes-α or α-Navier-Stokes equations.

2 As Stuart Antman has often pointed out, the Eulerian-Lagrangian historical attribution
is not entirely correct, but it is in common use, so we will follow it. Lagrange’s insight
into both fluid mechanics and rigid body mechanics in his Mechanique Analytique is quite
remarkable. For example, he derives (in volume II) the rigid-body equations for a general
quadratic Lagrangian using what we would call today Euler-Poincaré reduction from mate-
rial to body representation and he implicitly realized that the same process is at work in fluid
dynamics. He also discovered that the flow of the Euler-Lagrange equations is symplectic;
see [15] for further information. A key point in the derivation of the averaged fluid equations
is that we do not simply average the spatial equations. Rather, paying careful attention to
the material-spatial representations and the variational structure of each, gives key insights
into the whole averaging process and is fundamental to our approach.
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the method of optimal prediction (see [5]), since both theories make use of invariant
measures to average over the uncertainty in specifying initial data.

In carrying this out, and as already indicated, averaged models in two types of
flow regimes are obtained. The first regime, common in period-box numerical sim-
ulations, consists of isotropic turbulence in which the covariance tensor is assumed
to be a multiple of the identity tensor. The second regime is for anisotropic turbu-
lence, appropriate for shear flows and flows over obstacles, wherein the covariance
tensor plays a prominent role in the mechanics of the problem.

We shall not discuss the literature for numerical simulations of isotropic turbu-
lence in this paper, but refer to [18] for a survey and further references.

The LANS-α Equations. The isotropic Lagrangian averaged Navier-Stokes (LANS-
α) equations on domains without boundary, such as in a periodic box, are given
by

∂tu + (u · ∇)u + div τα = − grad p + ν
u,

div u = 0, u(t, x)|t=0 = u0(x),
(5)

where α > 0 is a small spatial scale, below which the fluid motion of the Navier-
Stokes equations is averaged, the subgrid or Reynolds stress τα is given by

τα = α2(1 − α2
)−1 [Def(u) · Rot(u)] ,

where Rot(u) = (∇u − ∇uT )/2 is the antisymmetric part of the velocity gradient,
and (1 − α2
) is the Helmholtz operator.

The tensor τα is antisymmetric, but we can also write, if desired, div τα = div τ̃ α

where τ̃ α is a symmetric tensor; see [18] for the explicit expression.
This form of the isotropic equations shows how the original Navier-Stokes

equations are modified by the subgrid stress term τα . The effect of the subgrid
stress τα is to provide an a priori estimate for u in L∞(0, T ; [H 1(�)]3) for T > 0,
from which global existence and uniqueness of smooth solutions easily follows.

The original form of the isotropic LANS-α equations on a periodic box, written
as

∂t (1 − α2
)u + (u · ∇)(1 − α2
)u + [∇u]T · (1 − α2
)u

= − grad p + ν
(1 − α2
)u, div u = 0,

was first introduced in Chen et al. [3], and the first global existence theorem for
these equations was given in the work of Foias, Holm & Titi [10].

As noted in [23] and [16], on a bounded domain, the viscous term must be re-
placed with ν(1 −α2
)P
u, where P is the Leray projector onto divergence-free
vector fields (see Remark 1 below). This change yields global well-posedness for
the isotropic LANS-α equations on open bounded subsets � ⊂ R

3 (see [16] for a
proof, as well as a discussion of the viscous term on bounded domains).

In this article, our PDE analysis will focus on the anisotropic Lagrangian aver-
aged Navier-Stokes (LANS-α) equations. The anisotropic LANS-α equations are
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a coupled system of PDEs for the mean fluid velocity u and the covariance ma-
trix F . The covariance tensor is a symmetric two-tensor with both indices up. The
anisotropic equations are given on � × (0, T ) by

(1 − α2C)

(
Du

Dt
− νPCu

)
= − grad p , (6a)

div u(t, x) = 0 , (6b)

∂tF + ∇F · u = ∇u · F + [∇u · F ]T , (6c)

u(0, x) = u0(x), F (0, x) = F0(x) � 0, (6d)

where D/Dt := ∂t + (∇ · u) denotes the total time derivative, and

Cu = div[∇u · F ], (7)

or in components (Cu)i = ∂xk (F jk∂xj ui), where the Einstein summation conven-
tion is used. Let n denote the unit normal to ∂�. While our derivation in Section
3 uniquely determines the inviscid (v = 0) equations, there is some choice in the
viscous version (see also Remark 1 below). Namely, the operator P is a projection
onto divergence-free vector fields and can be chosen to be either the classical Leray
projector P : L2(�) → {v ∈ L2(�) | div v = 0, v · n = 0 on ∂�}, or the Stokes
projector Pα

F := [P(1−α2)C]−1(1−α2C) (defined in detail below in Definition 2
for the case where � = T

3). These projectors differ only in the boundary conditions
which they assign to the divergence-free vector field.

On a bounded domain, we use the no-slip boundary conditions for u given by

u = 0 on ∂�. (8)

For the transport equation (6c), written in components as ∂tF
ij + ∂xkF ijuk =

∂xkuiF kj + ∂xkujF ki , we have the boundary condition

F = 0 on ∂�. (9)

The condition (9) is not surprising since F is the average of the square of the fluc-
tuations, and fluctuations must vanish along the boundary (since we are asking the
turbulent velocity field to vanish along the boundary). Because of the condition
(9), it is important to use the projector P = Pα

F on bounded domains; however, for
domains without a boundary, such as a periodic box, P = P is a natural and simple
choice.

The following basic energy law holds for sufficiently smooth solutions:

1

2

d

dt

∫
�

[
|u|2 + α2Trace(∇u · F · ∇u)

]
dx

= −ν

∫
�

[
Trace(∇u · F · ∇u) + α2|PCu|2

]
dx.

Remark 1. For the case where P = Pα
F , the equations (6) have appeared under the

name of Lagrangian Mean Motion (LMM) equations as equations (16) in Holm
[12]. These equations essentially agree with our equations: solutions to both sys-
tems of equations produce the same velocity field but may yield different pressure
functions.
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Remark 2. There is an intriguing connection between the isotropic Lagrangian av-
eraged models of turbulence and certain models of non-Newtonian fluids, as well
as certain numerical methods for solving the Euler and Navier-Stokes equations.

In particular, the Lagrangian averaged Euler (LAE-α) equations are mathemati-
cally identical to the inviscid form of second-grade non-Newtonian fluids (see [21])
for which there is an extensive mathematical literature; however, the viscous term
that is present in the second-grade fluids model is weaker than the viscosity in the
LANS-α equations, acting more like damping than dissipation. Furthermore, the
parameter α in that theory measures the elastic response of the fluid, whereas in
our theory, α represents a spatial filtering scale.

It also happens that the LAE-α equations coincide exactly with the well-known
vortex-blob algorithm for a certain choice of blob (smoothing) function. See [19]
for a discussion of this topic, as well as for global well-posedness results for weak
solutions in two dimensions, and convergence estimates of the vortex algorithm to
solutions of the Euler equations in very weak topologies.

It may very well be the case that certain models of non-Newtonian fluids ex-
ist which coincide (or are related to) the anisotropic LANS-α equations. As far
as vortex methods are concerned, we conjecture that the anisotropic equations are
strongly related to the elliptical vortex-blob methods introduced in [17].

2. The variational principle

The Variational Approach to the Euler Equations. For s > 5/2, let

Ds
µ = {η : � → � | η is bijective, η(∂�) ⊂ ∂�,

η ∈ Hs(�,�), η−1 ∈ Hs(�,�), Det(Dη) = 1}.
This is the group of volume-preserving diffeomorphisms of the fluid container �

of Hs-class regularity. It is well known (see [2] and [8]) that Ds
µ is a smooth differ-

entiable manifold, a topological group with right multiplication being smooth, and
is the configuration space in incompressible hydrodynamics, since the Lagrangian
particle placement fields are elements of this group.

We let
Xs = {u ∈ Hs(�)3| div u = 0, u · n = 0 on ∂�}

denote the space of divergence-free velocity fields parallel to the boundary, which
is, in a certain precise sense, the Lie algebra of Ds

µ.
For a given time interval I = [0, T ], let C = C∞(I,Ds

µ). Using Euler-Poin-
caré theory, it is easy to verify that the Euler equations arise from an application of
Hamilton’s principle to the kinetic energy action function. We shall recall directly
how this goes: The action function is the map S : C → R given by

S(η(t, x)) = 1

2

∫ T

0

∫
�

|η̇(t, x)|2 dx dt,

= 1

2

∫ T

0

∫
�

|u(t, x)|2 dx dt, (10)
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where η̇(x, t) = ∂
∂t

η(x, t), and where the second equality follows from the funda-
mental relation between the Lagrangian velocity η̇ and the Eulerian velocity u,

u(t, η(t, x)) = η̇(t, x), (11)

the fact that Det Dη = 1, and the change-of-variables formula. We take the first
variation of (10) and integrate by parts to obtain

0 = δS = −
∫ T

0

∫
�

η̈(t, x) · δη dx dt.

From (11), η̈(t, x) = ∂tu(t, η(t, x)) + (u(t, η(t, x)) · ∇)u(t, η(t, x)). Again using
the change-of-variables formula, we see that

0 = δS = −
∫ T

0

∫
�

[∂tu(t, x) + (u(t, x) · ∇)u(t, x)] · w(t, x) dx dt,

where the vector field w(t, x), given by w(t, η(t, x)) := δη(t, x), is an arbitrary
divergence-free variation (since η is volume-preserving). Thus ∂tu+ (u ·∇)u is L2

orthogonal to all divergence-free vector fields w, and must therefore be the gradient
of some function, say p. In other words, u is a solution of the Euler equations

∂tu + (u · ∇)u = − grad p, div u = 0,

or equivalently, in Lagrangian coordinates,

η̈(t, x) = − grad p(t, η(t, x)), Det Dη = 1.

Remark 3. There is a very nice stochastic approach for the derivation of the Navier-
Stokes equations in which the dissipative term can be obtained using a stochastic
interpretation of the Lagrangian flow map. As can be seen from [4] and [20], by
allowing the Lagrangian trajectory to have a superposed random walk, the diffu-
sion term naturally arises. From the point of view of stochastic ordinary differential
equations, the deterministic time derivatives are replaced with backward-in-time
stochastic mean derivatives. By the Ito formula, the diffusion term naturally arises.

3. Lagrangian averaging

Initial Data and Averaging. Let S denote the unit sphere in Xs . For u0 ∈ Xs , let
u(t, x) denote the solution of the Euler equations in Xs with u(0, ·) = u0. Let
uε(t, x) denote the solution of the Euler equations with initial data uε

0, where

uε
0 = u0 + εw, w ∈ S, ε ∈ [0, α]

for a small parameter α > 0. Of course, uε(t, x) depends on w as well, but we
suppress that for notational simplicity. By uniqueness of solutions, it follows that
u0(t, x) = u(t, x). See Fig. 1.
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w

u0

u0

ε

unit sphere

uε(t,x)

u(t,x) = 

ε

u0(t,x)

Fig. 1. Notation for the derivation of the averaged Euler equations.

We let m denote a chosen measure on the unit sphere S in Xs , we denote u0 +S

by Su0 , and define the average of vector-valued functions f (ε,w) on [0, α] × Su0

by

〈f 〉 := t̄

α

∫ α

0

∫
Su0

f (ε,w)m(w) dε,

where t̄ is a characteristic unit of time3. This will be our chosen ensemble averag-
ing operation; namely, for each time t , we shall view uε(t, ·;w) as a vector-valued
function defined on the ball [0, α] × Su0 and taking values in Xs . We shall also
insist that our measure be invariant to the solution operator, so that for each t ,

〈uε(t, x;w)〉 = u(t, x). (12)

Thus, by invariance of the measure, our reference solution u(t, x) is the mean of
the ensemble of trajectories emanating from the cloud of initial data in the ball
[0, α]× Su0 . As such, we may perform a perturbation analysis in which we expand
each trajectory uε about the mean of the ensemble of trajectories u.

Flows and Fluctuations. Let η be the Lagrangian flow of u which solves

η̇(t, x) = u(t, η(t, x)),

η(0, x) = x,

and let

η̇ε(t, x) = uε(t, ηε(t, x)),

ηε(0, x) = ξε
0 (x),

3 At this stage, α has units of velocity; later, we will make the change α �→ αt̄/3 to ensure
that α ultimately has units of length.
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where for each ε ∈ [0, α], ηε(t, x) is the flow of uε(t, x) and where ξε
0 ∈ Ds

µ

is a near-identity volume-preserving diffeomorphism of � with ξε=0
0 equal to the

identity mapping; i.e., ξε=0
0 (t, x) = x.

We define the Lagrangian fluctuation volume-preserving diffeomorphism ξε by

ξε(t, y) := ηε(t, η−1(t, y)), (13)

where the inverse is taken with t fixed; we also write this relation for short as
ξε = ηε ◦ η−1. It can be equivalently written as

ηε(t, x) = ξε(t, η(t, x)). (14)

Note that ξε
0 (x) = ξε(0, x) since η is the identity at t = 0. See Fig. 2.

In the present derivation, the decomposition (13) plays the role of the additive
Reynolds decomposition (2) for vector fields. This decomposition is intrinsic, and
uses the group structure of volume-preserving maps. It is reminiscent of (but is
not the same as) the decomposition used by Andrews & McIntyre [1] in their
well-known GLM theory, which is given by equation (2.2) in [1] as (in our notation)
ηε = η+ ξε and is made along a given particle trajectory, but not on the entire flow
map.

The mapping η represents the flow of the exact reference solution u of the Euler
equations, while ξε represents the fluctuations of the particles for a nearby solution
of the Euler equations about the flow of this reference solution.

Expand the velocity field uε about ε = 0 as

uε = u + εu′ + 1
2ε

2u′′ + O
(
ε3

)
,

where

u′(t, y) = d

dε

∣∣∣∣
ε=0

uε(t, y)

and

u′′(t, y) = d2

d2ε

∣∣∣∣
ε=0

uε(t, y).

y = η(t, x) 
   = flow of u(t, y) 

 flow of uε(t, yε)
         = ηε(t, x) = yε

x = η(0, x), a point in 
reference configuration 

ξε(t,y)

u(t, y)
uε(t, yε)

ηε(0, x) = ξε(0, x)

Fig. 2. Flow of the reference solution of the Euler equations and nearby flows.



Jerrold E. Marsden & Steve Shkoller

From our definition (12), u is the mean velocity field, and to first order in ε, u′
denotes the fluctuating component.

We will also need the derivatives of the fluctuation diffeomorphism ξε with
respect to the perturbation parameter ε. The Lagrangian counterpart to u′ is the
divergence-free vector

ξ ′(t, x) = d

dε

∣∣∣∣
ε=0

ξε(t, x),

and the Lagrangian counterpart of u′′ is

ξ ′′(t, x) = d2

d2ε

∣∣∣∣
ε=0

ξε(t, x).

Thus, the vector field ξ ′ is, to first order in ε, the Lagrangian fluctuation field.
We note that the vector fields u′(t, x), u′′(t, x), ξ ′(t, x), and ξ ′′(t, x) are func-

tions of w on the sphere Su0 , but do not depend on ε in the interval [0, α]. For each
of these fields, the averaging is simply over Su0 .

Basic Derivative Relations. By differentiating the decomposition (14) with respect
to both t and ε, and evaluating at a general t , but ε = 0, we obtain the relations

u′ = ∂t ξ
′ + (u · ∇)ξ ′ − (ξ ′ · ∇)u , (15a)

u′′ = ∂t ξ
′′ + (u · ∇)ξ ′′ − (ξ ′′ · ∇)u − 2(ξ ′ · ∇)u′ − ∇∇u(ξ ′, ξ ′), (15b)

where, in coordinates,
∇∇u(ξ ′, ξ ′) = ui

,jkξ
′j ξ ′k.

The relation (15a) is the same as the relation between Eulerian and Lagrangian
variations that is used in Euler-Poincaré reduction, and in particular, for the vari-
ational formulation of the Euler equations (see our earlier derivation of the Euler
equations or, for example, [15]). It follows that

uε = u + ε
[
∂t ξ

′ + (u · ∇)ξ ′ − (ξ ′ · ∇)u
]

+ ε2

2

[
∂t ξ

′′+(u · ∇)ξ ′′ − (ξ ′′ · ∇)u−2(ξ ′ · ∇)u′ − ∇∇u(ξ ′, ξ ′)
] + O(ε3).

(16)

The Taylor Hypotheses. We are going to ensemble average over all possible solu-
tions uε, but instead of substituting (16) into the Euler or Navier-Stokes equation
and then averaging as in the Reynolds procedure, we shall instead average the action
function as

〈S〉 =
〈

1

2

∫ T

0

∫
�

|uε|2 dx dt

〉
. (17)

The turbulence closure problem in our context then amounts to specifying the
Lagrangian fluctuations ξ ′ and ξ ′′ as functions of the mean velocity u. To do so,
we shall invoke the classical Frozen Turbulence Hypothesis introduced by Taylor
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in [25], and widely used by experimentalists in turbulence for the purpose of com-
puting spatial derivatives from measurements that naturally yield only the temporal
derivatives.

In its classical form, the streamwise scalar component ζ of the fluctuation is
considered frozen over the time scale of the temporal derivative, giving

∂

∂t
ζ + U

∂

∂x
ζ = 0,

where U is the local mean velocity along the streamwise direction, which is here
denoted by x. This is simply stating that the scalar fluctuation ζ is frozen into the
mean flow. While the classical Taylor hypothesis deals with scalar fluctuations, in
order to close our system, we must generalize his hypothesis to fluctuations which
are divergence-free vector fields.

Definition 1. The generalized Taylor hypotheses to order O(ε2) are given as fol-
lows:

∂t ξ
′ + (u · ∇)ξ ′ − (ξ ′ · ∇)u = 0 , (18a)

D

dt
〈ξ ′′〉 ⊥ u (18b)

where the orthogonality is taken in L2 and, as usual,

D

dt
υ = ∂tυ + (u · ∇)υ.

Equation (18a) states that the Lagrangian fluctuation ξ ′ is Lie advected or frozen
into the mean flow as a divergence-free vector field, i.e., ∂t ξ ′ +£uξ

′ = 0. Note that
this equation automatically preserves the divergence-free nature of ξ ′.

The initial data for (18) is given by ξ ′(0, x) = (d/dε)|ε=0ξ
ε
0 and 〈ξ ′′(0, x)〉 =

〈(d2/dε2)|ε=0ξ
ε
0 〉. Notice that since the family of near-identity transformations ξε

0
are volume-preserving, ξ ′(t = 0, ·) is divergence-free. It follows from the evolution
equation (18a), that ξ ′(t, ·) remains divergence-free. This observation is consistent
with a fact mentioned before: for fixed t , ξ ′ is the derivative of the curve ε �→ ξε

through the identity in the volume-preserving diffeomorphism group, so it must be
divergence-free. Thus, the Taylor hypothesis is consistent with the divergence-free
requirement.

Also note from (15a) that (18a) implies that u′ = 0, so that u′ is indeed a solu-
tion of the linearized Euler equations (as it must be), and the Eulerian fluctuations
are relegated to second-order (and higher) effects in the perturbation parameter ε.

We claim that the Generalized Taylor Hypothesis produces a natural turbulence
closure. To see this, we first substitute (18a) into (16) to get

uε = u + ε2

2

[
∂t ξ

′′ + (u · ∇)ξ ′′ − (ξ ′′ · ∇)u − ∇∇u(ξ ′, ξ ′)
]

+ O
(
ε3

)
. (19)

Next, define the Lagrangian covariance tensor F by

F = 〈ξ ′ ⊗ ξ ′〉;
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substituting (19) into (17), using (18b), and using the dimensionally correct rescal-
ing α �→ αt̄/3, we find that

〈S〉 = 1

2

∫ T

0

∫
�

{
|u|2 − α2 [

(u · ∇)〈ξ ′′〉 + ∇∇u : F ] · u + O
(
α3

) }
dx dt.

Next, we truncate the averaged action to O(α2) and call it Sα , and search for a
critical point, say uα , of

Sα = 1

2

∫ T

0

∫
�

{
|uα|2 − α2 [

(uα · ∇)〈ξ ′′〉 + ∇∇uα : F ] · uα

}
dx dt.

For notational convenience, we shall denote uα simply as u.

Remark 4. In truncating the averaged action to O(α2), we constrain the Lagran-
gian dynamics to the subgroup Ds

µ,D of Ds
µ, consisting of those volume-preserving

diffeomorphisms in Ds
µ that leave the boundary ∂� fixed. In the Eulerian repre-

sentation, this means that the vector field u satisfies u = 0 on ∂�, and that its
Lagrangian flow η satisfies η(t, x) = x for x ∈ ∂�.

Remark 5. The subgroup Ds
µ,D is also the appropriate configuration space for the

Lagrangian fluctuations. This follows from the fact that in each “fluid experiment”
(each solution of the Navier-Stokes equations), the turbulent velocity field must van-
ish along the boundary, which implies that the fluid particles cannot move along
∂�. As such, the volume-preserving diffeomorphism ξε must satisfy ξε(t, x) = x

for each x ∈ ∂� and each time t . Consequently, the Eulerian or spatial vector field
ξ ′ must vanish on ∂�. Since F = 〈ξ ′ ⊗ ξ ′〉, it is clear that the covariance degener-
ates to zero on the boundary. The equation (25) below shows that this condition is
preserved by the transport equation that F solves.

Using the boundary conditions discussed in Remark 4, we find that

Sα = 1

2

∫ T

0

∫
�

{
|u|2 − α2 [

Div(∇u · F) − ∇u · (〈ξ ′′〉 − Div F)
] · u

}
dx dt,

= 1

2

∫ T

0

∫
�

{
|u|2 − α2

[
Div(∇u · F) − 1

2
grad |u|2 · (〈ξ ′′〉− Div F)

]}
dx dt,

where the first equality was obtained using the identity

Div(∇u · F) − ∇u · Div F = ∇∇u · F
which is obvious from its coordinate expression

(
ui
,jF

jk
)
,k

− ui
,jF

jk
,k = ui

,jkF
jk,

and integrating the term containing ξ ′′ by parts. The second equality was obtained
by noting that (∇u)T · u = 1

2 grad |u|2.
To complete the closure of the dynamics, we must still remove the terms con-

taining ξ ′′. This is accomplished with the following
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Lemma 1. For u, 〈ξ ′′〉, and F sufficiently regular,
∫
�

grad |u|2 · (〈ξ ′′〉 − Div F)dx = 0.

Proof. Notice that

ξ ′′ − Div(ξ ′ ⊗ ξ ′) = d

dε

∣∣∣∣
ε=0

∂εξ
ε ◦ (ξε)−1. (20)

Since ξε is volume-preserving, the vector field ∂εξ
ε ◦ (ξε)−1 (this is the vector

field wε that generates ξε with ε playing the role of time) is divergence-free, and
hence so is its derivative with respect to ε at ε = 0. Since averaging and divergence
commute, we see that

div(〈ξ ′′〉 − Div F) = 0. (21)

The lemma follows from the fact that gradients are orthogonal to divergence-free
vector fields.

Lemma 1 shows that

Sα = 1

2

∫ T

0

∫
�

{
|u|2 − α2 Div(∇u · F) · u

}
dx dt

= 1

2

∫ T

0

∫
�

{
|u|2 + α2Trace(∇u · F · ∇u)

}
dx dt, (22)

where the second equality follows from integration by parts.

Remark 6. Note well that our derivation of the averaged action functionSα includes
all terms up through order α2. This was indeed not the case in earlier derivations.
Also note, that while the derivation we have presented above is a generalization
(and refinement) of the method we used in [16] for the isotropic equations, by set-
ting F equal to a constant multiple of the identity matrix in (22), and taking into
account the null Lagrangian, we recover the averaged action function producing
the isotropic model, namely 1

2

∫ T

0

∫
�

{|u|2 + α2| Def u|2} dx dt. Note also, how-
ever, that in making the isotropy assumption, we have violated the fundamental
fact that F must vanish along ∂�; for this reason, we believe the isotropic theory
produces a good model of turbulence only on domains without boundary, such as
the periodic-box.

Evolution of the Covariance Tensor. We will determine the equations for u by ap-
pealing to Hamilton’s principal for the truncated averaged action function Sα , but
first we determine the dynamics of F .

Lemma 2. The Lagrangian covariance tensor satisfies the equation

∂tF + ∇F · u = ∇u · F + [∇u · F ]T , (23)
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that is, the Lie transport equation

∂tF + £uF = 0. (24)

With η(t, x) denoting the mean Lagrangian flow, the formula

F(t, η(t, x)) = [Dη(t, x)] · F0(x) · Dη(t, x)T , (25)

where F0(x) = 〈ξ ′(0, x) ⊗ ξ ′(0, x)〉, also holds. Finally, the quantity Det F(t, x)

is conserved.

Proof. For (23), use the chain rule on (18a) and average. Equation (25) is equiva-
lent to equation (23), and this can be checked by taking the time derivative of (25).
The fact that Det F is conserved follows from (25) and the fact that Det Dη = 1.

Remark 7. Using (25), and the fact that

∇u = ∇η̇ · Dη,

together with the change-of-variables formula, the averaged action function may
be equivalently expressed as

Sα = 1

2

∫ T

0

∫
�

[
|η̇|2 + α2Trace(∇η̇ · F0 · ∇η̇)

]
dx dt. (26)

Remark 8. Note that we require the Taylor hypothesis (18b) to hold as well as equa-
tion (21). Also note that the Taylor hypothesis (18b) holds whenever

〈
ξ ′′〉 solves

∂t
〈
ξ ′′〉 + (u · ∇)

〈
ξ ′′〉 = ∇f

for some f . If we choose f by requiring

div Div
(
£uF + 〈

ξ ′′〉 ⊗ u
〉 = 
f,

then there is no incompatibility between the Taylor hypothesis and (21).

Lemma 2 shows that the truncated averaged action function (22) has been
closed; namely, Sα is only a function of the mean velocity u and the covariance
tensor F .

Applying Hamilton’s principle directly to (22), just as we did in the previous
section, or by making use of the semidirect Euler-Poincaré theory (see [14]), we
obtain the following evolution equation for u:

∂t (1 − α2C)u + (u · ∇)(1 − α2C)u = − grad p, div u = 0,

where once again, Cu = Div(∇u · F). It is an easy computation to verify that the
commutator

[∂t + (u · ∇), C] = 0,

so that we obtain the inviscid form of the anisotropic LANS-α equations given in
equations (6).
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Remark 9. Alternatively, we may compute the Euler-Lagrange equations by ap-
plying Hamilton’s principle to the averaged action function (26); we obtain the
anisotropic LAE-α equations in Lagrangian variables as

η̈ = −(1 − α2C0)
−1 grad p(t, η(t, x)), (27)

where C0(v) = Div(∇v · F0).
Using the evolution equation (27) together with the procedure outlined in Re-

mark 3, we obtain the diffusion term ν(1 − α2C)PCu. We shall discuss the details
of this stochastic approach in a future article.

For the isotropic theory which yields the isotropic LAE-α and LANS-α equa-
tions, we assume that the covariance tensor F is a multiple of the identity matrix.
In this case the averaged action function may be written as

Sα = 1

2

∫ T

0

∫
�

[
|u|2 + α2| Def u|2

]
dx dt;

application of Hamilton’s principle then yields the isotropic equations.

4. Well-posedness of the anisotropic equations

We shall restrict our analysis to the three-dimensional periodic box, � = T
3,

with P = P . The case of a bounded domain with ellipticity degenerating on the
boundary will be treated in [6] and [7], as well as the case where the projector
P = Pα

F . In fact, for wall-bounded flows, much more can be said about the role of
the anisotropic equations; these issues are not treated here.

We shall use the notation Hs
per for {u ∈ [Hs(T3)]3| ∫

T3 u(x)dx = 0}. For s � 0,
set Hs

div = {u ∈ Hs
per | div u = 0}. For a linear operator L : Hs → Hr , we denote

the operator norm by ‖L‖Hs,Hr .

Definition 2. For any f in the domain of (1 − α2C) and F > 0, we set the Stokes
projector Pα

F (f ) = w, where w is the solution of the generalized Stokes problem

(1 − α2C)w + grad p = (1 − α2C)f

div w = 0;
thus,

Pα
F (f ) = f − (1 − α2C)−1 grad p.

Proposition 1. For F > 0 and F ∈ [Hr
per]3×3, r > 7/2, Pα

F : Hr
per → Hr

div
continuously.

Proof. Define the operator 0r := (1 − 
)r/2. For notational convenience, let
L = (1 − α2C); we have

L = 01−rL0r−1 − 01−r [L,0r−1],
so that the Stokes equation

Lu + grad p = f, div u = 0
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may be equivalently written as

01−rL0r−1u − 01−r [L,0r−1]u + grad p = f, div u = 0. (28)

Letting w = 0r−1u, p̃ = 0r−1p, and g = 0r−1f , (28) is equivalent to

Lw + [0r−1, L]01−rw + grad p̃ = g, div w = 0, g ∈ H−1. (29)

We claim that [0r−1, L]01−r : H 1 → L2 is bounded. This is an easy computation:

∥∥∥∥
[
0r−1, F jk ∂2

∂xj ∂xk

]
01−rw

∥∥∥∥
L2

+
∥∥∥∥
[
0r−1, F

jk
,k

∂

∂xj

]
01−rw

∥∥∥∥
L2

=
∥∥∥∥
[
0r−1, F jk ∂2

∂xj ∂xk

]
u

∥∥∥∥
L2

+
∥∥∥∥
[
0r−1, F

jk
,k

∂

∂xj

]
u

∥∥∥∥
L2

� C(‖Fjk‖Hr−1‖∂2
jku

i‖L∞ + ‖∇Fjk‖L∞ + ‖∂2
jku

i‖Hr−2)

+ C(‖ div F‖Hr−1‖∇u‖L∞ + ‖∇ div F‖L∞ + ‖∇u‖Hr−2)

� C(‖F‖Hr−1 + ‖ div F‖Hr−1)‖w‖H 1 ,

where we have used standard commutator estimates and the Sobolev embedding
theorem for the last two inequalities. Thus,

‖[0r−1, L]01−r‖H 1,L2 � C(‖F‖Hr−1 + ‖ div F‖Hr−1). (30)

Now, using Sobolev’s embedding theorem, and our assumption that F > 0, F is
elliptic and inL∞; a standard proof shows that the Stokes problemLw+grad p̃ = g,
div w = 0 has a unique solution w ∈ H 1

div, and that L : H 1
div → H−1

per has index 0.

By Rellich’s theorem and the bound (30), the operator [0r−1, L]01−r : H 1
div →

H−1
per is compact, and has trivial kernel. It follows that (29) has a unique solution

w ∈ H 1
div and thus (28) has a unique solution u ∈ Hr

div.

Remark 10. In the case where the coefficient F (in the operator C) is in Wr−1,∞,
the above lemma follows from standard elliptic regularity results.

Theorem 1. For s > 7/2, and u0 ∈ Hs
div, F0 ∈ [Hs

per(T
3)]3×3, with F0 > 0, there

exists a unique solution (u, F ) with u ∈ C0([0, T ];Hs
div) ∩ L2(0, T ;Hs+1

div ) and
F ∈ C0([0, T ]; [Hs

per(T
3)]3×3) to the anisotropic LANS-α equations (6), where T

depends on the initial data.

Proof. The LANS-α equation (6a) may be written as

∂tu + Pα
F Div(u ⊗ u) = νP div[∇u · F ]. (31)

Let um = Pmu, where Pm : H 1
per → span{w1, ..., wm} with wj denoting the

j th Fourier mode. We consider the Galerkin projection of (31) given by

∂tum = −PmPα
Fm

div(um ⊗ um) + νPm div[(∇um · Fm)∇um]
(32)

um(0) = Pmu0,
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where Fm solves (23) with u replaced by um. We drop the subscript m from Fm for
notational convenience.

For each m ∈ N, there is a smooth solution; in order to pass to the limit as
m → ∞ to produce a solution to (31), it suffices to obtain a priori estimates which
do not depend on m.

Using (23) with u replaced by um, it is easy to see that

+‖F(t, ·)‖Hs � C‖F0‖Hs exp
∫ t

0
‖um(s)‖Hs+1ds

� C‖F0‖Hs

(
1 + t‖u(t, ·)‖Hs+1 + O(t2)

)
; (33)

the last inequality makes use of a Taylor expansion about t = 0.
Letting σ denote a multi-index with |σ | � s, we have

d

dt
‖Dσum‖2

L2 = −2
(
DσPα

F div(um ⊗ um),Dσum

)
L2

− 2ν
(
Dσ (F · ∇um),∇Dσum

)
L2

� C‖∇um · um‖Hs‖um‖Hs − 2ν
(
F · ∇Dσum,∇Dσum

)
L2

− 2ν
(
[Dσ , u

j
m]∂jF,Dσ∇um

)
L2

,

where we have used Proposition 1 with s = r + 1 for the inequality. Since F0 > 0,
it follows from (25) that F > 0, so that for some λ > 0,

−2ν
(
F · ∇Dσum,∇Dσum

)
L2 � −λ‖um‖2

Hs+1 .

Using Young’s inequality with ε ∈ (0, 1),

‖∇um · um‖Hs‖um‖Hs � C(ε)‖um‖4
Hs + ε‖um‖2

Hs+1 ,

and so

2ν
(
[Dσ , u

j
m]∂jF,Dσ∇um

)
L2

� ‖[Dσ , u
j
m]∂jF‖L2‖um‖Hs+1

� C(‖um‖Hs‖∇F‖L∞ + ‖um‖L∞‖F‖Hs )‖um‖Hs+1

� C‖um‖Hs‖F‖Hs‖um‖Hs+1 ,

� C‖F0‖Hs

(
1 + O(t2)

)
‖u‖Hs‖um‖Hs+1 + tC‖F0‖Hs‖um‖Hs‖um‖2

Hs+1

� C(t, ε)‖F0‖2
Hs‖um‖2

Hs + ε‖um‖2
Hs+1 + tC‖F0‖Hs‖um‖Hs‖um‖2

Hs+1 ,

where we have used a standard commutator estimate for the second inequality, the
Sobolev embedding theorem for the third inequality, (33) for the fourth inequality,
and Young’s inequality for the last.

Suppose that ‖um‖Hs < 10‖u0‖Hs ; then by choosing ε > 0 and t > 0 suffi-
ciently small so that

10ε + tC‖F0‖Hs‖um‖Hs < λ,

we have constants α > 0 and β > 0 such that
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d

dt
‖um‖2

Hs � −α‖um‖2
Hs+1 + β‖um‖4

Hs + C(t, ε)‖F0‖2
Hs . (34)

It follows (by setting α = 0) that we may choose t > 0 smaller if necessary so that
‖um‖ is indeed smaller than 10‖u0‖Hs as was assumed.

From (34), we may conclude that for some T > 0, um is bounded in L∞(0, T ;
Hs

div) ∩ W 1,∞(0, T ;Hs−2
div ) ∩ L2(0, T ;Hs+1

div ), uniformly in m, and that a subse-
quence weakly converges to some u in this space. By Ascoli’s theorem, we have
strong convergence in C0([0, T ];Hs−2

div ), and hence by interpolation in Cδ([0, T ];
Hs−2δ

div ), and by Sobolev’s embedding theorem in C0([0, T ];C2
div) for δ taken suf-

ficiently small. Thus, all the terms on the right-hand side of (32) converge strongly
and ∂tum converges weakly. To see that u ∈ C0([0, T ];Hs

div), it suffices to show
that ‖u(t, ·)‖Hs is continuous on [0, T ], but this follows from the above inequalities.

We next prove that the solution is unique. Assume that both u1 and u2 are so-
lutions of (31), and that F1 and F2 are the respective solutions of (23). Denote by
Pα

1 and Pα
2 the Stokes projectors associated with F1 and F2, respectively.

First, we claim that ‖(Pα
1 − Pα

2 )f ‖H 1 � C‖F1 − F2‖Hs , whenever ∇f ∈
L∞(Tn). For i = 1, 2, let gi = Pα

i f , so that (1−α2Ci)gi+grad pi = (1−α2Ci)f .
It follows that

(1 − α2C2)(g1 − g2) + grad(p1 − p2) = α2 div[(F1 − F2) · ∇(g1 − f )].
Hence, for v ∈ H 1

div,

((1 − α2C2)(g1 − g2), v)L2 = ((F1 − F2) · ∇(g1 − f ),∇v)L2 .

Letting v = g1 − g2, and using the coercivity of F2, we get

λ‖g1 − g2‖2
H 1 � C‖F1 − F2‖L2‖g1 − g2‖H 1 ,

where the constant C depends on ‖∇f ‖L∞ . Second, we claim that for f ∈ H 1
per,

we have ‖Pα
i f ‖H 1 � C‖f ‖H 1 , where the constant C depends on ‖F‖L∞ . The

variational form of the Stokes projector is given by

(gi, gi)L2 + α2(Fi∇gi,∇gi)L2 = (f, gi)L2 + α2(Fi∇f,∇gi)L2 ,

from which the result follows.
The evolution of the difference of u1 and u2 is given by

∂t (u1 − u2) + (Pα
1 − Pα

1 )∇u1 · u1 + Pα
2 ∇u1 · (u1 − u2)Pα

2 ∇(u1 − u2) · u2

= ν div[(F1 − F2)∇u1 + F2∇(u1 − u2)],
and the evolution for the difference of F1 and F2 is given by

∂t (F1 − F2) + ∇(F1 − F2) · u1 + ∇F2 · (u1 − u2)

= (F1 − F2) · ∇u1+F2 · ∇(u1 − u2)+∇uT
1 · (F1 − F2)+∇(u1 − u2)

T · F2.

We set
y(t) = ‖u1(t) − u2(t)‖2

H 1 + ‖F1(t) − F2(t)‖2
H 1 .



Anisotropic LAE-α and LANS-α equations

Using the fact that

max
t∈[0,T ] ‖ui(t, x)‖2

Hs +
∫ T

0
‖ui(t, x)‖2

Hs+1 dt � K

for some constant K > 0 and i = 1, 2, and hence that ‖Fi‖Hs ≤ K̃ , a computation
similar to that used for existence, using the above two claims, yields the differential
inequality

d

dt
y(t) � C(t)y(t), C(t) = C(‖ui‖Hs , ‖Fi‖Hs ),

from which uniqueness follows.
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