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Abstract

The modeling capabilities of the Lagrangian Aver-
aged Navier-Stokes-α equations (LANS-α) is inves-
tigated in statistically stationary three-dimensional
homogeneous and isotropic turbulence. The predic-
tive abilities of the LANS-α equations are analyzed
by comparison with DNS data. Two different forcing
techniques were implemented to model the energet-
ics of the energy containing scales. The resolved flow
is examined by comparison of the energy spectra of
the LANS-α and the DNS computations; further-
more, the correlation between the vorticity and the
eigenvectors of the rate of the resolved strain tensor
is studied. We find that the LANS-α equations cap-
tures the gross features of the flow while the wave
activity below a given scale α is filtered by the non-
linear dispersion.

1 Introduction

In the last three decades computers made highly ac-
curate numerical simulations of the Navier-Stokes
equations feasible for moderate Reynolds number
flows. The capability of reproducing experimentally
obtained data for various flows has been demon-
strated by these simulations; see Rogallo and Moin1

and Canuto et al.2 for an earlier account on the
progress in this area.
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permission.

The behavior of small scales in turbulent flows is
usually characterized by statistical isotropy, homo-
geneity, and universality. Consequently, by inves-
tigating the simplest turbulent flow, i.e. isotropic
homogeneous turbulence, we hope to understand
small scale turbulence. Isotropic homogeneous tur-
bulence can be categorized as either decaying or
forced. While the forced isotropic turbulence is usu-
ally designed to be statistically stationary, decaying
turbulence is always statistically non-stationary.

Forced isotropic turbulence in a periodic box can
be considered as one of the most basic numerically
simulated turbulent flows. Forced isotropic turbu-
lence is achieved by applying isotropic forcing to
the low wave number modes so that the turbulent
cascade develops as the statistical equilibrium is
reached. Statistical equilibrium is signified by the
balance between the input of kinetic energy through
forcing and its output through the viscous dissipa-
tion. Isotropic forcing cannot be produced in a lab-
oratory and therefore forced isotropic turbulence is
an idealized flow configuration that can be achieved
only via a controlled numerical experiment; never-
theless, forced isotropic turbulence represents an im-
portant test case for studying basic properties of tur-
bulence in a statistical equilibrium.

It is generally believed that the Kolmogorov cas-
cade theory3 provides an approximate description of
homogeneous isotropic turbulence. The almost uni-
versal scaling of the dissipation range in Kolmogorov
variables and the k−5/3 energy spectrum are among
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the most successful predictions in turbulent flows.

Direct Numerical Simulation (DNS) of homoge-
neous isotropic turbulence is well established and has
been extensively studied in the last three decades.
Such computations can be used to probe features,
examine statistics of quantities normally not avail-
able in conventional experiments, and test new tur-
bulence models. The main difficulty in the turbu-
lence engineering community is that performing the
DNS of typical engineering problems (usually at high
Reynolds numbers) is very expensive, and therefore
unlikely to happen in the foreseeable future. There
are methods for simulating turbulent flows where
one does not need to use the brute-force approach
of DNS to resolve all scales of motion. Two popular
alternatives are the Large Eddy Simulation (LES)
models and the Reynolds averaging of the Navier-
Stokes equations, known as the (RANS) equations.

In this paper, we shall numerically investigate the
LANS-α equations in the subgrid-stress form in-
troduced by Marsden and Shkoller (2001); the in-
viscid form of these equations on all of R3 were
introduced in Holm et al.(1998) and on compact
manifolds in Shkoller (1998). Unlike the tradi-
tional averaging or filtering approach used for both
the RANS and the LES, wherein the Navier-Stokes
equations are averaged, the LANS-α approach is
based on averaging at the level of the variational
principle from which the Euler equations are de-
rived. Namely, a new averaged action principle
is defined. The least action principle then yields
the so-called Lagrangian-Averaged Euler (LAE-α)
equations. The Lagrangian-Averaged Navier-Stokes
equations (LANS-α) are obtained by allowing the
Lagrangian flow to be stochastic and replacing de-
terministic time derivatives with stochastic back-in-
time mean derivatives; the viscous diffusion term
naturally arises in this fashion. An anisotropic ver-
sion of the LANS-α equations was recently devel-
oped by Marsden and Shkoller (2001). The decaying
homogeneous isotropic turbulence was considered in
our previous works.4,5 In this study we will focus
on modeling the forced homogeneous isotropic tur-
bulence using (LANS-α) equations.

This paper is organized as follows. In the next
section, a short review of the Lagrangian averaging
technique is presented. The numerical technique
and issues relating to forcing schemes are briefly
described in Section 3. Results of our numerical
experiments are presented in Section 4. A summary
of of our conclusions is given in Section 5.

2 The Lagrangian-Averaged

Navier-Stokes Equations

A detailed derivation of the isotropic and anisotropic
LAE-α/LANS-α equations can be found in the ar-
ticle by Marsden and Shkoller (2001). However, a
brief summary of the relevant background material
on the Lagrangian averaging approach and the re-
sulting LAE-α and LANS-α equations is given in
Mohseni et al.(2001).

The isotropic LANS-α equations in a periodic box
are

∂tu + (u · ∇)u = − grad p + ν∆u + Div τα(u),
div u = 0, (1)

where u is the macroscopic velocity and ν is the
kinematic viscosity. Sα(u) is the subgrid stress ten-
sor defined by

τα(u) = −α2(1−α2∆)−1
[ ∇u · ∇uT −∇uT · ∇u

+∇u · ∇u + ∇uT · ∇uT
]
. (2)

In this equation, α is a length scale of the rapid fluc-
tuations in the flow map, below which wave activity
is filtered by the nonlinear dispersion. Notice that
the divergence of the last term on the right hand
side can be expressed as a gradient of a scalar

Div
(∇uT · ∇uT

)
= grad

(∇uT : ∇uT
)
. (3)

Therefore this term can be absorbed into the modi-
fied pressure – p. As with the usual Euler equations,
the function p is determined from the incompressibil-
ity condition, the pressure satisfies a Poisson equa-
tion that is obtained by taking the divergence of the
momentum equation.

Our Lagrangian averaging methodology permits
us to use a Lagrangian generalization of G.I. Tay-
lor’s frozen fluid hypothesis Taylor (1938) as a tur-
bulence closure up to O(α3) in our averaging pa-
rameter α. This is made possible by averaging and
asymptotically expanding at the level of the varia-
tional principle, instead of at the level of the momen-
tum conservation equations as in the LES and RANS
approaches, and considering the Lagrangian fluctu-
ations to be frozen into the mean flow on those time
scales which are required to compute temporal rates
of change (time derivatives). The Taylor hypothesis
is commonly invoked to compute spatial gradients
in fluid turbulence experiments, and provides a nat-
ural turbulent closure in our Lagrangian averaging
framework.

2
American Institute of Aeronautics and Astronautics



3 Numerical Method

In this study we focus on the numerical solution of
homogeneous turbulence. Our computational do-
main is a periodic cubic box of side 2π. Given the
number of grid points and the size of the compu-
tational domain, the smallest resolved length scale
or equivalently the largest wave number, kmax, is
prescribed. In a three-dimensional turbulent flow
the kinetic energy cascades in time to smaller, more
dissipative scales. The scale at which viscous dissi-
pation becomes dominant, and which represents the
smallest scales of turbulence, is characterized by the
Kolmogorov length scale η. In a fully resolved DNS,
the condition kmaxη & 1 is necessary for the small
scales to be adequately represented. Consequently,
kmax limits the highest achievable Reynolds number
in a direct numerical simulation for a given compu-
tational box.

The full range of scales in a turbulent flow for even
a modest Reynolds number spans many orders of
magnitude, and it is not generally feasible to capture
them all in a numerical simulation. On the other
hand, in turbulence modeling, empirical or theoret-
ical models are used to account for the net effect of
small scales on large energy- containing scales.

Direct Numerical Simulations (DNS) of isotropic
flows using pseudospectral methods was pioneered
by the work of Orszag and Patterson6 and Ro-
gallo.7 The accuracy in the calculation of the spatial
derivatives that appear in the Navier-Stokes equa-
tions is improved substantially by using pseudospec-
tral technique as compared with the finite difference
method. The core of the numerical method used
in this study is based on a standard parallel pseu-
dospectral scheme with periodic boundary condi-
tions similar to the one described in Rogallo (1981).
The spatial derivatives are calculated in the Fourier
domain, while the nonlinear convective terms are
computed in the physical space. The flow fields are
advanced in time in physical space using a fourth or-
der Runge-Kutta scheme. The time step was chosen
appropriately to ensure numerical stability. To elim-
inate the aliasing errors in this procedure the two
thirds rule is used, so that the upper one third of
wave modes is discarded at each stage of the fourth
order Runge-Kutta scheme. The resolutions of all of
our DNS computations are 1703 (2563 before dealias-
ing). In the next section, the numerical simulations
of forced isotropic homogeneous turbulence based on
the full DNS and LANS-α modeling are presented.

3.1 Forcing schemes

The numerical forcing of a turbulent flow is usually
referred to the artificial addition of energy to the
large scale (low wavenumber) velocity components
in the numerical simulation. Forcing of the large
scales of the flow is often used to generate a statis-
tically stationary velocity field, in which the energy
cascades to the small scales and is dissipated by vis-
cous effects. In the statistically stationary state, the
average rate of energy addition to the velocity field
is equal to the average energy-dissipation rate.

In using the low wavenumber forcing, we assume
that the time averaged small scale quantities are
not influenced by the details of the energy produc-
tion mechanisms at large scales. This assumption
is closer to the truth at high Reynolds numbers,
where the energy containing scales are widely sep-
arated from the dissipation scales.

The forcing parameters influence both the small
scale quantities and the flow quantity variables such
as the Reynolds number and the Kolmogorov length
scale; however, a physically plausible forcing scheme
should not influence the small scales independently
of the flow quantity variables.

In order to achieve isotropic turbulence in sta-
tistical equilibrium, we use two well-studied forcing
methods.

3.1.1 Forcing Scheme A

The first method consists of applying forcing over
a spherical shell with shell walls of unit width cen-
tered at wave number one, such that the total energy
injection rate is constant in time. This forcing pro-
cedure was used by Misra and Pullin.8 The forcing
amplitude is adjustable via the parameter δ while
the phase of forcing is identical to that of the veloc-
ity components at the corresponding wave vectors.
Th Fourier coefficient of the forcing term is written
as

f̂i =
δ

N

ûi√
ûkû∗

k

(4)

for all the modes in the specified shell. Here, f̂i and
ûi are Fourier transforms of the forcing vector fi and
velocity, ui, in the momentum conservation equa-
tion, N is the number of wave modes that are forced.
The above form of forcing ensures that the energy
injection rate,

∑
f̂i · ûi, is a constant which is equal

to δ. We chose δ = 0.1 for all of our runs.
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3.1.2 Forcing Scheme B

The second method corresponds to the forcing used
by Chen and Shan9 where wave modes in a spherical
shell |k| = k0 of a certain width are forced in such a
way that the forcing spectrum follows Kolmogorov’s
−5/3 scaling law

f̂i =
δ

N

ûi√
ûkû∗

k

k− 5
3 (5)

This type of forcing ensures that the energy spec-
trum assumes inertial range scaling starting from
the lowest wave modes and thus an extended iner-
tial range is artificially created. Imposing inertial
range scaling is particularly useful for studying iner-
tial range transfer as well as scaling laws at higher
wave numbers. We have chosen k0 = 2 and δ = 0.03
in all the runs.

4 The Numerical Experiments

There are three main length scales characterizing an
isotropic turbulent flow: the integral scale character-
izing the energy containing scales is defined as

l =
3π

4

∫ kmax

0
E(k)

k dk∫ kmax

0
E(k) dk

. (6)

where E(k) is the energy spectrum function at the
scalar wavenumber k ≡ (~k · ~k)1/2; the Kolmogorov
microscale representative of dissipative scales is

η =
(

ν3

ε

)1/4

(7)

where ε is the volume averaged energy-dissipation
rate; the Taylor microscale characterizing the mixed
energy-dissipation scales is defined as

λ =

√√√√√
u2

〈
(

∂u1

∂x1

)2

〉
(8)

where u is the root mean square value of each com-
ponent of velocity defined as

u2 =
2
3

∫ kmax

0

E(k)dk. (9)

The large eddy turnover time T ≡ l/u is the time
scale of the energy containing eddies.10 The Tay-
lor Reynolds number (defined based on the Taylor
microscale)

Reλ ≡ uλ

ν
(10)
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Figure 1: The energy spectra at the nondimensional
time t = 25/0.82 = 30.5 for forcing scheme A.

We expect that simulations which share the same
value of both Reλ and the nondimensional Kol-
mogorov length scale k0η should be identical in a
statistical sense.

4.1 Results for Forcing Scheme A

To present the results in a non-dimensional form,
we use the integral length scale, l, and the root
mean square of velocity, u. Throughout the forced
simulations, these two quantities vary significantly;
however, as equilibrium is approached, the integral
length scale for the simulation with forcing scheme
A approaches the value of approximately l ≈ 0.2,
and the root mean square of velocity is u ≈ 0.25. It
follows, that the corresponding eddy turnover time
is T = l/u = 0.8. The computations are continued
for more than 30 eddy turnover times. The equilib-
rium Taylor Reynolds number in these simulations
is approximately 80.

The energy spectra at the nondimensional time
t = 30.5 is depicted in Figure 1. The total kinetic en-
ergy energy (L2(u)) for the DNS and LANS-α com-
putations are shown in Figure 2. In these runs the
flow is initialized from a fully developed turbulent
flow at a higher Reynolds number. Consequently,
the total kinetic energy drops as time evolves. The
plot of flatness and skewness of the DNS run (shown
in Figure 3) and the plot of the total kinetic energy
indicate that after 10 eddy turn over times the flow
is essentially in statistical equilibrium.
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Figure 3: Flatness and skewness for forcing scheme
A in the DNS run.
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Figure 4: The energy spectra at the nondimensional
time t = 3.25/0.23 = 14.1 for forcing scheme B.

4.2 Results for Forcing Scheme B

The integral length scale for this run is approxi-
mately l ≈ 0.32, and the root mean square of veloc-
ity is u ≈ 1.4. Consequently the eddy turnover time
can be calculated as T = l/u = 0.23. All of the com-
putations for the forcing scheme B are continued for
almost 25 eddy turn over time. The Taylor Reynolds
number, Rλ, is approximately 115 for these com-
putations. The energy spectra at the nondimen-
sional time 14.1 are shown in Figure 4. There is
a well developed k−5/3 region over one decade in the
wavenumbers. The LANS-α calculations at the same
full resolution follows the same behavior up to the
spatial scale of order α, where the inverse Helmholtz
operator in the LANS-α computations sharply steep-
ens the energy cascades to smaller scales. While it
takes a relatively long time for the total kinetic en-
ergy to settle (see Figure 5), the values of the skew-
ness and the flatness reach an almost statistical equi-
librium at around time t ≈ 5, as shown in figure 6.

4.3 Subgrid Transfer and Alignment of Vorticity
and Subgrid Stress Eigenvectors

In order to evaluate the performance of any SGS
model, it is (in principle) possible to compare the
modeled SGS stress τα with the corresponding stress
obtained by filtering DNS and computing correlation
coefficients between SGS stress components. How-
ever, Piomelli et al.11 demonstrated that such an a

5
American Institute of Aeronautics and Astronautics



t (u/l)

L
2(

u)

0 5 10 15 20 25
0

1

2

3

4

5

DNS, 1703

LANS, 17
0
3 , α=1/4

LA
N

S,
17

0
3 ,

α=
1/

16

t (u/l)

L
2(

u)

0 5 10 15 20 25
0

1

2

3

4

5

t (u/l)

L
2(

u)

0 5 10 15 20 25
0

1

2

3

4

5

Figure 5: Total kinetic energy for forcing scheme B.

t (u/l)

fl
at

ne
ss

sk
ew

ne
ss

0 10 20
2

3

4

5

6

7

8

-1

-0.8

-0.6

-0.4

-0.2

0

skewness

flatness

Figure 6: Flatness and skewness for forcing scheme
B in the DNS run.

priori technique does not account for the dynamic
effects of the subgrid models and therefore cannot
represent a definitive test of a subgrid model.

With the development of novel experimental tech-
niques and the availability of high resolution DNS
data, it is now possible to study basic structural
properties of subgrid stresses with respect to the
large scale characteristics of the flow field. A three-
dimensional measurement technique such as holo-
graphic particle velocimetry (HPIV) was used by
Tao et al.12–14 to study the alignment of the eigen-
vectors of actual and modeled components of the
subgrid stresses as well as the alignments between
eigenvectors of the rate of strain tensor and vortic-
ity vector. They confirmed the preferred local align-
ment of the eigenvector of the rate of strain tensor
corresponding to the intermediate eigenvalue with
the vorticity vector, which was previously observed
using pointwise DNS data.15,16 They also found a
preferred relative angle between the most compres-
sive eigendirection of the rate of strain tensor and
the most extensive eigendirection of the SGS tensor.

Following the work of Tao et al., we will discuss
the statistics of alignment between the eigenvectors
of the SGS tensor τα, and both the eigenvectors of
the rate of strain tensor, D, and the unit vorticity
vector, ωωω, respectively defined as

D =
1
2

(∇u + ∇uT
)
; (11)

and

ωωω =
∇× u

|∇ × u| . (12)

The actual SGS tensor, τ , can be computed by fil-
tering the DNS data and using the definition

τ = (u ⊗ u − u ⊗ u). (13)

Here, overline denotes filtered quantities. We filter
the DNS data by applying a wave cut-off filter with
cut-off wavenumber kc = 21, corresponding to the
largest wavenumber resolved in LANS-α simulation
with 483 grid points.

We denote the eigenvectors of D by [e1, e2, e3],
ordered according to the corresponding eigenvalues
(λ1, λ2, λ3), with λ3 < λ2 < λ1. The eigenvectors of
τα are [t1, t2, t3] with eigenvalues (γ1, γ2, γ3), such
that γ3 < γ2 < γ1. Thus, for example, we refer to
ẽ1 as the most extensional eigendirection of D, and
to t3 as the most compressive eigendirection of τα.
Also, ẽ2, t2 are intermediate eigendirections with
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Figure 7: Probability distribution of εsgs = τ : D;
solid line – Forced DNS 1703 – forcing scheme A,
Reλ = 80; dotted line – Forced LANS-α 483 with
α = 1/8 and α = 1/16 – forcing scheme A. The
scalings are done based on the energy transfer T ,
sample size N , and the bin size ∆εsgs.

corresponding intermediate eigenvalues λ2, γ2, re-
spectively.

We remark that commonly used linear,
Smagorinsky-type, SGS models implicitly as-
sume that the eigenvectors of the SGS stress are
locally aligned with the eigenvectors the eigenvec-
tors of the rate of strain tensor, which is contrary
to the experimental evidence.

We first used 1703 DNS data obtained using forc-
ing scheme A and the data from 483 LANS-α sim-
ulation to compute the distribution of the energy
transfer, esgs = τ : D, due to the contribution of
the subgrid term. The distributions are presented
in Figure 7. In Figure 8, the same energy transfer
is computed for the cases with the forcing scheme B.
Using the same data sets we computed the distribu-
tions of the alignment (cosine of the angles) between
the eigenvectors of the rate of strain tensor and vor-
ticity vector as well as the SGS tensor.

We first used forcing scheme A and LANS-α sim-
ulations with 643 grid points and α = 1/8. Figures 9
and 11 indicate that in the LANS-α simulations, the
preferential alignment between the vorticity vector
and the eigendirection of the rate of strain tensor
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Figure 8: Probability distribution of εsgs = τ : D;
solid line – Forced DNS 1703 – forcing scheme B,
Reλ = 80; dotted line – Forced LANS-α 643 with
α = 1/4 and α = 1/16 – forcing scheme B. The
scalings are done based on the energy transfer T ,
sample size N , and the bin size ∆εsgs.

corresponding to the intermediate eigenvalue is not
as pronounced as in DNS. As can be seen in Figures
10 and 12 the eigenvectors of the modeled subgrid
tensor τα display qualitatively similar alignment as
that computed from DNS data. In particular, ex-
perimentally observed preferred angle between e3

and t1 is captured by the LANS-α model. Similar
observations can be made base on the simulations
where the forcing scheme B was used. For these
cases, probability distributions of the cosine of the
angles between eigenvectors and the vorticity vector
are obtained by filtering the DNS data using a wave
cut-off filter with cut-off wavenumber kc = 32 and
is given in Figures 13 and 14. These results are
compared to LANS-α results corresponding to sim-
ulations with 643 grid points and α = 1/16 which
are presented in Figures 15 and 16.
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DNS 1703 – forcing scheme A; Reλ = 80.
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Figure 10: Probability distribution of ~e1 · ~t3, ~e2 · ~t2,
and ~e3 · ~t1; Forced DNS 1703 – forcing scheme A;
Reλ = 80.
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Figure 11: Probability distribution of ~ω · ~eα; Forced
LANS-α 483 with α = 1/8 – forcing scheme A.

~e1 �

~t3

~e2 �

~t2

~e3 �

~t1

~e� �

~t�

p(~e� �

~t�)

10.80.60.40.20

4

3

2

1

0

Figure 12: Probability distribution of ~e1 · ~t3, ~e2 · ~t2,
and ~e3 · ~t1; Forced LANS-α 483 with α = 1/8 –
forcing scheme A.

8
American Institute of Aeronautics and Astronautics



~! � ~e3

~! � ~e2

~! � ~e1

~! � ~e�

p(~! � ~e�)

10.80.60.40.20

4

3

2

1

0

Figure 13: Probability distribution of ~ω · ~eα; Forced
DNS 1703 – forcing scheme B; Reλ = 80.
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Figure 14: Probability distribution of ~e1 · ~t3, ~e2 · ~t2,
and ~e3 · ~t1; Forced DNS 1703 – forcing scheme B;
Reλ = 80.
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Figure 15: Probability distribution of ~ω · ~eα; Forced
LANS-α 643 with α = 1/16 – forcing scheme B.
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Figure 16: Probability distribution of ~e1 · ~t3, ~e2 · ~t2,
and ~e3 · ~t1; Forced LANS-α 643 with α = 1/16 –
forcing scheme B.
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5 Discussion and Summary

We performed a set of forced isotropic turbulence
simulations of the LANS-α equations and studied
their equilibrium states. The results of the LANS-α
simulations were compared to the results obtained
from high-resolution DNS simulations, character-
ized by the equilibrium Taylor Reynolds numbers
Reλ = 80 and 115 for two different forcing schemes.
We studied the effect of varying the model length-
scale α. The key feature of the Lagrangian averaging
technique is the dispersive (not dissipative) fashion
in which it decays energy in inviscid Lagrangian-
Averaged Euler (LAE-α) equations. In the LANS-α
equations, the dispersive decay is accompanied by
the same viscous dissipation as appears in the orig-
inal Navier-Stokes equations. Therefore, as can be
seen from equation (1), the LANS-α equations on a
periodic box are given by a subgrid stress addition
to the usual Navier-Stokes equations, and this sub-
grid stress τα affects the energy transfer via non-
linear dispersion. τα depends on the length scale
α, and limits the effect of vortex stretching, caus-
ing the energy spectrum to fall-off rapidly for scales
smaller than α. The slope of this drop at higher
wave-modes can be predicted by an argument simi-
lar to Kolmogorov’s k−5/3 in the inertial range.

The equilibrium energy spectrum in our LANS-α
simulations were in good agreement with the DNS
data. Our simulations, in agreement with previous
results by Chen et al.,17 show dependence of the
equilibrium turbulence spectra on the model length
scale α. At the wavenumber k ≈ 1/α the slope of
the spectra changes from the inertial range slope to
a much steeper slope. Even with 1703 grid-point
LANS-α simulations due to the insufficient resolu-
tion we were not able to determine the actual slope
and confirm or falsify its existing estimates. Our
study of the alignment of the vorticity vector and
the eigenvectors of the rate of strain tensor with the
eigenvectors of the subgrid stress tensor showed a
basic qualitative agreement of the LANS-α results
with the filtered DNS data. We observed that the
probability densities of the energy transfer due to
the LANS-α subgrid model is in a good quantita-
tive agreement with the corresponding probability
density obtained from the DNS.
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