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Abstract

The relationships between phase shifts, monodromy effects and billiard solutions
are studied in the context of Riemann surfaces for both integrable ordinary and par-
tial differential equations. The ideas are illustrated with the three wave interaction,
the nonlinear Schrödinger equation, a coupled Dym system and the coupled nonlinear
Schrödinger equations.

1 Introduction

There is a deep connection between solutions of nonlinear equations and both geodesic
flows and billiards on Riemannian manifolds. For example, in Alber, Camassa, Holm and
Marsden [1995], a link between umbilic geodesics and billiards on n-dimensional quadrics
and new soliton-like solutions of nonlinear equations in the Dym hierarchy was investigated.
The geodesic flows provide the spatial x-flow, or the instantaneous profile of the solution
of a partial differential equation. When combined with a prescription for advancing the
solution in time, a t-flow, one is able to determine a class of solutions for the partial
differential equation under study (see, for example, Alber and Alber [1985, 1987] and Alber
and Marsden [1994]). New classes of solutions can be obtained using deformations of finite
dimensional level sets in the phase space. In particular, to obtain soliton, billiard and
peakon solutions of nonlinear equations, one applies limiting procedures to the system of
differential equations on the Riemann surfaces describing quasiperiodic solutions. To carry
this out, one can use the method of asymptotic reduction—for details see Alber and Marsden
[1992, 1994] and Alber, Camassa, Holm and Marsden [1994, 1995].
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Elliptic and hyperbolic billiards can be obtained from the problem of geodesics on
quadrics by collapsing along the shortest semiaxis—see Alber and Alber [1986] and Moser
and Veselov [1991]. This process yields Hamiltonians and first integrals for the resulting
billiard problem. A defining characteristic of a billiard solution is that some of the mo-
mentum variables experience a jump when a trajectory hits a boundary. In the context of
generalized geodesic flows on Riemannian manifolds, these jumps are associated with a re-
flection map that is used to glue different pieces of the invariant variety in the phase space
together to form one symplectic manifold (for generalized geodesic flows and completely
integrable systems, see Lazutkin [1993]). These jumps on the invariant variety in the phase
space correspond to discontinuities in the instantaneous profile of the solution of the partial
differential equation.

In Hamiltonian systems, boundaries of Riemann surfaces are obtained by collapsing
several branch points into one or by eliminating two or more branch points. Points obtained
in this way are called reflection points or boundaries of Riemann surfaces. Collapsing branch
points can change the type of the Riemann surface, for example from a hyperelliptic curve
to a logarithmic surface. Boundary conditions must be imposed when reflection points
are created. Introducing reflection conditions at boundaries as jumps from one sheet of a
Riemann surface to another leads to billiard geodesic flows. The reflection condition then
yields billiard-type weak solutions of nonlinear partial differential equations (See Alber,
Camassa, Holm, Marsden [1994, 1995]). The interpretation of the jump conditions depends
on the particular physical problem and is different in each case. For example, in the case
of a three-wave interaction, the jump manifests itself as a shift of the relative phase of the
three waves. We describe this example in some detail below to demonstrate a more general
approach that can be used to analyze soliton phase functions.

The appearance of monodromy is prevalent in many Hamiltonian systems. A mon-
odromy representation for a complex analytic Hamiltonian system XH is a solution germ
that has been analytically continued around a closed loop. Hamiltonian flows are linearized
in terms of action-angle representations on Jacobi varieties in many integrable systems.
These representations have holomorphic and meromorphic differentials. The presence of
these differentials implies the existence of nontrivial fixed points for the action of homotopy
classes represented by real periodic orbits (for details see Baider, Churchill and Rod [1990]
and Magnus [1976].)

Below we find new classes of solutions of nonlinear partial differential equations with
monodromy by constructing associated finite dimensional integrable Hamiltonian systems
on Riemannian manifolds. Our approach to evolution equations with monodromy is demon-
strated for classes of solutions of the coupled Dym equations. Prior to this, such effects
were recognized only in finite dimensional mechanical systems.

2 Phase Shifts on Riemann Surfaces

2.1 Phase Shifts and Monodromy of a Branch Point

Here we consider an example of a jump in the relative phase of a wave interaction caused
by the presence of a branch point on a Riemann surface. The envelope equations for the
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resonant interaction of three waves can be written in the canonical form

d

dz
A1 = −iA2A3 + i(δ1 + λ1β|Aβ |2)A1 , (2.1)

d

dz
A2 = −iA1A

∗
3 + i(δ2 + λ2β|Aβ |2)A2 , (2.2)

d

dz
A3 = −iA1A

∗
2 + i(δ3 + λ3β|Aβ |2)A3 , (2.3)

where all quantities are measured in a frame moving with the wave and a repeated index
implies summation (see for instance Guckenheimer and Mahalov [1992] or McKinstrie and
Luther [1988] and references therein). The Aα’s are the action flux amplitudes of each
wave, normalized to the initial action flux amplitude of the pump wave. The δα’s and the
λαβ ’s are the linear and nonlinear phase-mismatch coefficients of each wave. Note that the
nonlinear phase-shift coefficients can be chosen to satisfy the symmetry relation λαβ = λβα.

This system can be formulated in terms of the Hamiltonian

H = (A1A
∗
2A

∗
3 +A∗

1A2A3) −
(

δα +
1

2
λ′αβ |Aβ|2

)

|Aα|2 , (2.4)

together with Hamilton’s equations

i
d

dz
Aα =

∂H

∂A∗
α

. (2.5)

In this formulation, the wave amplitudes Aα and A∗
α are canonically-conjugate variables.

In addition to the Hamiltonian there are two other constants of the motion,

I = |A1|2 + |A2|2 , J = |A2|2 − |A3|2 . (2.6)

Writing
Aα = F 1/2

α exp(iφα) , (2.7)

the Hamiltonian takes the form

H = 2(F1F2F3)
1/2 cos(φ1 − φ2 − φ3) − (δα + λαβFβ)Fα , (2.8)

where the action flux densities Fα and the phases φα evolve according to

d

dz
Fα = − ∂H

∂φα
,

d

dz
φα =

∂H

∂Fα
. (2.9)

Using the three constants H, I and J , the evolution equation for each action flux density
can be rewritten in the potential form

( d

dz
Fα

)2
+Qα(Fα) = 0 , (2.10)

where each Qα is a fourth-order polynomial in Fα. These equations (??) can be transformed
into the following problem of inversion:

∫ z

z0

dFα
√

−Qα(Fα)
= z − z0 , (2.11)
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which can be solved in terms of Riemann θ-functions on the Jacobi varieties of hyperelliptic
curves

W 2
α +Qα(Fα) = 0 . (2.12)

Therefore, in this case the exchange of energy and momentum among the three waves
is periodic. Once the spatial dependence of Fα has been obtained from the appropriate
potential equation, φα, is found by integrating the corresponding phase equation,

d

dz
φα = Pα(Fα) , (2.13)

where each Pα is a simple algebraic function of Fα. For example, setting initial conditions
in the form of

F1(0) = 1, F2(0) = ε, F3(0) = 0,

yields
F3(z) =: F (z), F2(0) = ε+ F (z), F1(0) = 1 − F (z)

and
(dzF )2 = 4F ((ε + F )(1 − F ) − F (δ − λF )2) = C(F ) . (2.14)

This also results in the following expression for the relative phase Φ = φ1 − φ2 − φ3:

cos Φ = − (δ − λF )
√
F

√

(1 − F )(ε+ F )
. (2.15)

It follows from (??) that F is changing along a cycle on the Riemann surface

Q2 = C(F ) (2.16)

over the cut between two roots of the polynomial C(F ). In the process of investigating
the dynamics of the phase function Φ one also has to deal with the multivaluedness of the
expression on the righthand side of (??). The value of F is defined on the Riemann surface
(??) and therefore cos Φ should be considered on a covering of this Riemann surface. This
yields relative phase shifts. For example, after going through the branch point at F = 0,
cos Φ goes from one sheet of the covering to another identified with (

√
F ) and (−

√
F )

respectively. This yields a shift of π in Φ.
When δ = λ the maximum energy transfer among the waves can be achieved. The point

F = 1 becomes a branch point, and the expression for the relative phase becomes

cos Φ = −δ
√

F (1 − F )
√

(ε+ F )
. (2.17)

Remark 1. The existence of the general phenomenon of a geometric phase (as in Berry
and Hannay [1988] and Marsden, Montgomery and Ratiu [1990]) can be demonstrated as
follows (see Alber, Luther and Marsden [1996]). We first notice that θ = z − z0 from (??)
is an angle variable for our problem. For a periodic orbit we can write

∆gθ =

∮

γ
dX 〈∂Xθ , 〉 (2.18)
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and ∆gθ is a nontrivial geometric phase, where X denotes the parameters of the system,
namely the coefficients of the polynomial C(F ), γ is a closed cycle in the space of parameters
and where 〈 , 〉 denotes averaging along the periodic orbit, which is parametrized by the
action. This action is the constant term in the polynomial C(F ). This will also result in a
geometric phase for the φ.

Remark 2. Variations in the medium that hosts the wave result in changes in the parame-
ters δ and λ. Since these parameters along with ε determine the location of the fixed points
and therefore the homoclinic point, their motion during the dynamics can significantly alter
the dynamics of the waves. It is possible to vary δ and λ so that the phase point of a wave
makes a circuit around one of the fixed points resulting in the shift associated with the
monodromy.

2.2 Phase Shifts and Billiards

Now we demonstrate that in the limiting case ε→ 0 the phase jump is generated by reflection
on the boundary of a billiard system on a Riemann surface. When ε → 0 (infinite-period
limit), the Homoclinic orbit is recovered. This is associated with a singular leaf of the
Jacobian foliation in the phase space. A homoclinic orbit is obtained when the daughter
waves initially have exponentially small amplitudes for ξ → −∞. In this limit the three
waves exchange their energy exactly once and the recurrence time is infinity. Note also that
the position of the homoclinic is altered by changing the parameters δ and λ.

The potential for wave three reduces in the limit ε→ 0 to

Q2 = 4F 2((1 − F ) − (δ − λF )2)

and equations for Φ and F become

ξ + ξ0 =

∫ ξ

ξ0

dF

2F
√

(1 − F ) − (δ − λF )2
(2.19)

cos Φ =
−(δ − λF )

(1 − F )1/2
. (2.20)

The Riemann surface for F has a logarithmic singularity at F = 0. At the same time the
branch point at F = 0 in the expression for cos Φ cancels out. Nevertheless, the sign of
the expression changes every time F reaches F = 0 due to the reflection condition on the
boundary F = 0. This yields a shift in the relative phase Φ.

3 Monodromy in Solutions of Nonlinear PDE’s

In this section we proceed with our discussion by describing special solutions of nonlinear
equations with monodromy. Examples include parametrized classes of solutions of com-
pletely integrable equations such as the coupled Dym and the NLS equations. The connec-
tion to Hamiltonian systems on Riemann surfaces in these examples is more complicated
than in the case of the three-wave equations, but it can be established, for example, using
the method of generating equations.
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We begin by considering the spectral problem for an associated Schrödinger operator,

L = − ∂2

∂x2
+ V (x, t, E), (3.1)

where E is a parameter and

V (x, t, E) =
m
∑

j=−l

Vj(x, t)E
j .

In some cases, such as the KdV equation, E appears as an eigenvalue and one ultimately
equates the potential with a solution of the nonlinear equation itself. In the case of the
nonlinear Schrödinger equation, the solution, Q, and the potential, V , are related in a
slightly more complicated way. To carry out the procedure, one looks for a solution A of
the Lax system

Lψ = 0
(

∂L

∂t
+ [L,A]

)

ψ = 0







(3.2)

of the form

A = Bn
∂

∂x
− 1

2

∂Bn

∂x
. (3.3)

Substituting the given form of A into the Lax system, one gets

∂V

∂t
= −B

′′′
n

2
+ 2B′

nV +BnV
′ (3.4)

where the prime denotes ∂/∂x and Bn =
∏n

j=1(E − µj(x, t)). Equation (??) is called the
generating equation. Suppose ∂V/∂t = 0, then the equation can be integrated resulting in
the following stationary equation:

−B′′
nBn +

B′
n
2

2
+ 2B2

nV = K(E) (3.5)

where K(E) is a rational function of E with constant coefficients. In the inverse scattering
transform method it is called the spectral polynomial (see Moser [1981]).

To describe the dynamics of Bn we use the following procedure. We suppose that at
each instant of time, Bn is a solution of the stationary generating equation. The evolution
of Bn in time is then determined by

Ḃn = B′
nBl −B′

lBn, i.e.,
∂

∂t

(

1

Bn

)

=
∂

∂x

(

Bl

Bn

)

, (3.6)

where Bl is a solution of the dynamical generating equation (??). For particular choices
of the form of the potential V , equations (??) and (??) generate a hierarchy of integrable
equations.

Using (??) and (??), finite dimensional Hamiltonian systems in the µ-representation
for solutions of the nonlinear equations in the hierarchy are obtained after substituting
E = µj, where j = 1, ...n. The x-flow is given by the system of equations µ′j and the
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t-flow is given by the system µ̇j. The µ-representations have complete sets of first integrals
in the form of Riemann surfaces. The Abel map is frequently used for these Riemann
surfaces, and it linearizes the Hamiltonian flows on the associated Jacobi varieties. Recall
from Ercolani [1989] and Alber et al . [1994, 1995] that the Abel map can also be viewed as
a set of the complex angle variables called the complex angle representation of the problem.
Continuous variation of the first integrals results in deformations of the level sets. Some
of these deformations lead to singular cases for which one must introduce new types of
angle representations on singular level sets. Examples of this situation are provided by
homoclinic and soliton Hamiltonian flows; these systems usually have phase shifts produced
by monodromy effects.

3.1 Phase Shifts for the NLS Equation

In this section we describe phase shifts produced by the interaction of fundamental solutions
of the NLS equation. To do so we use the angle representation obtained in Alber and
Marsden [1992, 1994].

Applying the general formalism of generating equations and asymptotic reduction (from
Alber and Marsden [1992]) gives the angle representation that describes the collision of two
standard solitons of the (f)NLS equation, namely

θ1 = − 1

4y1

∫ µ1

µ0

j

(

1

(µ1 − a1)
− 1

(µ1 − ā1)

)

dµ1 + φ1(µ2, µ3) = x+ v1t, v1 = 2x1 (3.7)

θ2 = − 1

4y2

∫ µ2

µ0

2

(

1

(µ2 − a2)
− 1

(µ2 − ā2)

)

dµ2 + φ2(µ2, µ3) = x+ v2t, v2 = 2x2, (3.8)

θ3 = − 1

2(y1 − y2)

∫ µ3

µ0

3

(

1

(µ3 − a1)
− 1

(µ3 − a2)

)

dµ3 + φ3(µ2, µ3) = x+ v3t+ iIm θ3. (3.9)

Where

v3 =
2(y1x1 − y2x2)

(y1 − y2)

and a1 = x1 + iy1 and a2 = x2 + iy2 are elements of the discrete spectrum of the differential
operator L. We assume that x2 < x1 and y2 < y1, which implies that v2 < v1.

The complex phase functions associated with the angle variables are defined by

φ1(x, t) = − 1

4y1

(

∫ µ2

µ0

2

(

1

(µ2 − a1)
− 1

(µ2 − ā1)

)

dµ2

)

,

+
1

4y1

(

∫ µ3

µ0

3

(

1

(µ3 − a1)
− 1

(µ3 − ā1)

)

dµ3

)

(3.10)

and

φ2(x, t) = − 1

4y2

(

∫ µ1

µ0

1

(

1

(µ1 − a2)
− 1

(µ1 − ā2)

)

dµ1

)

+
1

4y2

(

∫ µ3

µ0

3

(

1

(µ3 − a2)
− 1

(µ3 − ā2)

)

dµ3

)

. (3.11)
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The phase shifts of solitons are related to the monodromy of φ1 and φ2. The phase shifts are
obtained by considering the asymptotic behavior of the relative phase function, φ(x, t) =
φ1(x, t) − φ2(x, t). Notice that each of the µ variables is defined on a logarithmic Riemann
surface and µ1, µ2 and µ3 describe a dynamical system with two homoclinic points. Phase
shifts, or jumps in the values of phase functions, accrue precisely when the system goes
through one of these points. This situation is, therefore, very similar to the three-wave
interaction.

3.2 Special Solutions for the Coupled Dym System

In what follows, we introduce a Hamiltonian system for the set of quasiperiodic solutions
of the so-called coupled Dym system. When applied to this Hamiltonian system, different
limiting procedures (involving the coalescence of roots of the basic polynomial of the spectral
curve) yield special solutions with monodromy, billiard solutions and umbilic geodesic flows
(in the presence of potentials) on associated limiting Riemann surfaces.

The time evolution of eigen functions of the generalized Schrödinger equations and the
multi-Hamiltonian structures associated with the coupled Dym system were investigated in
Antonowicz and Fordy [1988, 1989] using an algebraic approach. Recall from these papers
that the potential associated with the coupled Dym system

∂u

∂t
=

1

4
u′′′ − 3

2
uu′ + v′ ,

∂v

∂t
= −u′v − 1

2
uv′ ,



















(3.12)

has the form V = u(x) + λ + v(x)/λ and has a pole in the spectral parameter. Using
the method of Alber, Camassa, Holm and Marsden [1994, 1995] one obtains the stationary
µ-flow,

µ
′

j =
1

∏n
r 6=j(µj − µr)

√

C(µj)

µj
, j = 1, ..., n , (3.13)

for this integrable problem after substituting V into the generating equation (??). Each of
the µ variables is defined on a copy of the Riemann surface

< : P 2 =
C(µ)

µ
= −L

2
0

µ

2n+2
∏

k=1

(µ−mk) . (3.14)

Recall that the µ variables move along cycles on the corresponding Riemann surface (??)
over the prohibited zones (that is, over the basic cuts between m2j and m2j−1 on the
Riemann surface). The system (??) is a Hamiltonian system with Hamiltonian

H =
n
∑

j=1

(P 2
j − C(µj)

µj
)

∏n
r 6=j(µj − µr)

, j = 1, ..., n , (3.15)
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and the set of first integrals

P 2
j =

C(µj)

µj
, j = 1, ..., n . (3.16)

Here the system is degenerate because the genus of the Riemann surface (??) is (n + 1),
yet we have only n µ variables. This difference produces a degeneracy in the problem of
inversion. It can be resolved by introducing an additional µ variable, µn+1, and solving the
problem of inversion in terms of Riemann θ-functions on the (n+ 1)-dimensional Jacobian
of the hyperelliptic curve

< : P 2 = C(µ)µ , (3.17)

which is a torus of genus g = n + 1. In this way the following problem of inversion is
obtained in the complex angle representation,

αk =
n+1
∑

j=1

∫ µj

µ0

j

µk+1
j dµj

√

C(µj)µj

= δn−1
k x+ δn−2

k t+ α0
k, k = 0, ..., n , (3.18)

where α0
k are constants, δn−1

k , δn−2
k are Kronecker delta’s and each µj is defined on a copy

of the Riemann surface (??). The above integrals are taken along cycles aj over basic cuts
on the Riemann surface. The solution of the Hamiltonian system is obtained by setting
µn+1 = 0.

After applying a limiting procedure similar to that described in Alber, Camassa, Holm
and Marsden [1995] for the Dym equation and fixing one of the µ variables, the system (??)
leads to the so-called umbilic angle representation. Alber, Camassa, Holm and Marsden
[1995] shows that these representations generate a class of umbilic solitons and billiard
solutions of the coupled system of partial differential equations that were described in the
introduction.

On the other hand, setting m2n+2 = m2n+1 = d in the initial Hamiltonian system
(without the additional µ variable) yields a well-defined system of inversion with monodromy
in the space of parameters. Namely, moving d along a certain closed loop in the space
of parameters can lead to a nontrivial shift in action angle variables. This phenomenon
is caused by a singularity on the associated Riemann surface and can be demonstrated
as follows. In the 1-dimensional case, the limiting process m3,m4 → d yields the angle
representation

α1 =

∫ µ1

µ0

1

µ1dµ1

(µj − d)
√

−µ1(µ1 −m1)(µ1 −m2)
= L0x+ α0

1. (3.19)

In the case of a genus 3 initial Riemann surface, the limiting angle representation is as
follows

α1 = − ∂S

∂β1
=

∫ µ1

µ0

1

µ1dµ1

(µ1 − d)
√

C5(µ1)
+

∫ µ2

µ0

2

µ2dµ2

(µ2 − d)
√

C5(µ2)
= α0

1.

α2 = − ∂S

∂β2
=

∫ µ1

µ0

1

µ1dµ1
√

C5(µ1)
+

∫ µ2

µ0

2

µ2dµ2
√

C5(µ2)
= L0x+ α0

2



























(3.20)
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where

S =

∫ µ1

µ0

1

√

C5(µ1)dµ1

(µ1 − d)
+

∫ µ2

µ0

2

√

C5(µ2)dµ2

(µ2 − d)

is an action function (the generating function of a canonical transformation) and

C5(µ) = −µ(β2(µ− b) + β1 +R4(µ)) = −µ(µ−m1)(µ−m2)(µ−m3)(µ−m4).

The variables µ1 and µ2 move along cycles a1 and a2 over the cuts [m1,m2] and [m3,m4] on
the Riemann surfaceW 2 = C5(µ). There is also a singularity at µ = d. Transport of a system
of canonical action-angle variables, which linearize the Hamiltonian flow, along a certain
loop in the space of parameters (d,mj) in a way similar to the case of the spherical pendulum
and some other integrable systems with monodromy (see, for example, Duistermaat [1980]
and Bates and Zou [1993]) will result in a nontrivial shift, which is a manifestation of the
monodromy phenomenon. This can be demonstrated as follows. Canonical actions are
calculated in terms of periods of the holomorphic differential

Ij =

∮

aj

dS =

∮

aj

√

C5(µ)dµ

(µ− d)

along cycles aj on the Riemann surface (a torus); for details see Arnold [1978]. Now suppose
initially that d does not belong to either of the cycles a1 or a2. By moving d along a closed
loop on the Riemann surface such that it encircles one of the branch points, mj, a shift in
the action variable is produced that is given by the residue of the integrand at µ = d.

Lastly, the method of Alber et al . [1994, 1995] of associating solutions of nonlinear par-
tial differential equations with finite dimensional Hamiltonian systems on Riemann surfaces
leads to the construction of a class of solutions of nonlinear partial differential equations
with monodromy.

4 Coupled Nonlinear Schrödinger Equations

Our last example is provided by the coupled NLS equations. A pair of distinct wave pack-
ets propagating under the action of dispersion and cubic nonlinearity are modeled by the
coupled nonlinear Schrödinger equation (CNLS),

[i(∂t + v1∂z) + λ11|A1|2 + λ12|A2|2]A1 + ∆1A2 = 0 , (4.1)

[i(∂t + v2∂z) + λ21|A1|2 + λ22|A2|2]A2 + ∆2A1 = 0 . (4.2)

The CNLS equations have several different forms and arise in plasma physics, fluid dynamics
and nonlinear optics. The CNLS models the coupling of wave envelopes propagating in two
coupled nonlinear waveguides (dual-core fibers), in two separate polarization modes in a
single waveguide, or at two distinct frequencies in the same waveguide and polarization
mode. Understanding the integrable Manakov system [1974], which is a special case of the
system (??) and (??) as well as its near-integrable counterparts is of basic interest for the
analysis of problems in optical communications and switching.
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Stationary solutions of the CNLS are found by taking

(A,B) = (q1(t), q2(t)) exp(iΩz).

That is, (q1(t), q2(t)) are the complex amplitude profiles of envelopes in two modes that
couple nonlinearly as described above. Solutions (q1(t), q2(t)) can be found using algebraic
geometric methods by choosing

B(E, x) = 1 − q21
2(E − l1)

− q22
2(E − l2)

=
(E − µ1)(E − µ2)

2(E − l1)(E − l2)
and V = u(x) + E, (4.3)

in (??). This yields a system of two coupled ODE’s for q1 and q2. Namely, substituting
(??) into (??), multiplying by (E− l1)

2(E− l2)
2 and setting separately E → l1 and E → l2

yields
q′′1 + (q21 + q22)q1 = l1q1

q′′2 + (q21 + q22)q2 = l2q2.











(4.4)

In Moser [1981] it was shown that a similar flow provides solutions for the C. Neumann
problem on a 2-sphere: q21 + q22 + q23 = 1, in 3-dimensional space R3 and can be linked with
the geodesic flow on an ellipsoid. In the present context, we deal with two independent
variables q1 and q2 without any constraints. This system can be associated with geodesics
in R2.

Solutions of (??) can be obtained using µ representations on Riemann surfaces. Setting
E = µ1 or E = µ2 in (??) yields

µ
′

1 =

√

−(µ1 − l1)(µ1 − l2)(µ1 − l3)(µ1 − l4)(µ1 − l5)

µ1 − µ2

µ
′

2 =

√

−(µ2 − l1)(µ2 − l2)(µ2 − l3)(µ2 − l4)(µ2 − l5)

µ2 − µ1



























(4.5)

This is a hamiltonian system on a Riemann surface of genus two, and it describes the sta-
tionary quasiperiodic KdV flow. In Christiansen et al . [1995] elliptic solutions of the Jacobi
problem of inversion associated with (??) is linked with the Treibich-Verdier potentials
[1991] for the Schrödinger equation.

The following limiting process l1 → 0, l2, l3 → a1 and l4, l5 → a2 when applied to (??),
yields homoclinic orbits

µ
′

1 =

√−µ1(µ1 − a1)(µ1 − a2)

µ1 − µ2

µ
′

2 =

√−µ2(µ2 − a1)(µ2 − a2)

µ2 − µ1























(4.6)
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Lastly, solutions of the system (??) are related to µ variables on Riemann surfaces as follows:

q1 =

√

−(l1 − µ1)(l1 − µ2)

l1 − l2

q2 =

√

−(l2 − µ1)(l2 − µ2)

l2 − l1
.































(4.7)

The finite dimensional invariant variety for q1 and q2 is a covering of the Riemann
surface which is associated with the representation of the system in terms of µ variables.
The structure of this variety can be investigated using methods of algebraic geometry (see
Christiansen et al. [1995]); monodromy of the branch points plays a central role in this
approach.
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