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Glossary of Notation

$\mathcal{B} \subset \mathbb{R}^3$ reference configuration
$T_x \mathcal{B}$ vectors in $\mathbb{R}^3$ based at the point $X \in \mathcal{B}$
$\phi: \mathcal{B} \to \mathbb{R}^3, x = \phi(X)$ deformation
$u: \mathcal{B} \to \mathbb{R}^3$ displacement for the linearized theory
$e = \frac{1}{2} [\nabla u + (\nabla u)^T]$ strain
$\mathcal{G}$ all deformations $\phi$
$F = D\phi$ deformation gradient = derivative of $\phi$
$F^T$ transpose of $F$
$C = F^T F$ Cauchy-Green tensor
$W$ stored energy function
$P = \frac{\partial W}{\partial F}$ first Piola-Kirchhoff stress
$S = 2 \frac{\partial W}{\partial C}$ second Piola-Kirchhoff stress
$A = \frac{\partial P}{\partial F}$ elasticity tensor
§ 1. Introduction

This paper is the first of a series of three devoted to the study of the traction problem in three-dimensional nonlinear elasticity by means of geometric techniques and singularity theory. The first two papers in the series treat the traction problem with dead loads for configurations that are nearly stress-free. As was shown by Signorini [1930] and Stoppelli [1958], this problem has nontrivial solutions. However, their analysis is incomplete for three reasons. First, their load is varied only by a scalar factor; in a full neighborhood in load space of a load that has an axis of equilibrium there are additional solutions missed by their analysis. Second, their analysis is only valid in the rotation group, so additional nearly stress-free solutions are missed by restricting the rotations to those near the identity. Third, some classes of loads with a degenerate axis of equilibrium are not considered. This series of papers completes their analysis by treating these questions as well as the stability of solutions. The complexity of the answer is indicated by the fact that near certain types of loads, we find up to 40 distinct solutions that are nearly stress-free. Our constitutive hypotheses on the stress tensor are "generic"; for a degenerate stress tensor there can be even more solutions.

Acknowledgments. The Signorini-Stoppelli problem was introduced to us by Robin Knops in 1977. Since then a number of other people have made useful comments, including Stuart Antman, John Ball, Roger Brockett, Martin Golubitsky, David Schaeffer, Morton Gurtin, and Clifford Truesdell.

§ 2. Statement of the Problem

Let $\mathcal{A} \subseteq \mathbb{R}^3$ be an open bounded set with smooth boundary* and assume for convenience that $0 \in \mathcal{A}$. Let $1 < p < \infty$, $s > (3/p) - 1$ and let $W$ be the space of maps $\phi: \mathcal{A} \to \mathbb{R}^3$ that are of class $W^{s,p}$ (so they are $C^1$) such that $\phi(0) = 0$.

* We believe that our results also hold when $\mathcal{A}$ has piecewise smooth boundary. This program depends on elliptic regularity for such regions. Except in special cases, this theory is non-existent and seems to depend on a modification of the usual Sobolev spaces near corners. However, for simple shapes like cubes, the necessary regularity can be checked by hand in situations where the linearized elastostatic equations can be solved explicitly.
\( \phi \) has a \( W^{1,1} \) inverse on its image, and \( J(\phi) > 0 \), where \( J(\phi) \) is the Jacobian of \( \phi \).

For example, if \( \psi: \mathbb{R} \to \mathbb{R} \) is close to the identity in \( W^{1,p} \) and if \( \psi(0) = 0 \), then \( \psi \in \mathcal{C}^1 \). If \( Q \) is a linear isomorphism of \( \mathbb{R}^3 \) to \( \mathbb{R}^3 \) with \( \det Q > 0 \), then \( Q \) is in \( \mathcal{C}^1 \) as well.

Let points in \( \mathbb{R}^3 \) be denoted \( x \) and points in \( \mathbb{R}^3 \) be denoted \( x \). The vector from the origin to \( x \) is denoted \( x \). Sometimes we write \( x = \phi(x) \). Let \( T_x \mathbb{R}^3 \) be the tangent space to \( \mathbb{R}^3 \) at \( x \), regarded as vectors in \( \mathbb{R}^3 \) at \( x \). We do not identify \( T_x \mathbb{R}^3 \) and \( \mathbb{R}^3 \) for conceptual clarity. For \( \phi \in \mathcal{C}^1 \), let \( F(X) \in L(T_x \mathbb{R}^3, \mathbb{R}^3) \) be the derivative of \( \phi \) at \( x \); by standard abuse of notation we write \( F(x) = \nabla \phi(x) \) or \( \phi(x) \) interchangeably. \( L(T_x \mathbb{R}^3, \mathbb{R}^3) \) denotes the set of all linear maps of \( T_x \mathbb{R}^3 \) to \( \mathbb{R}^3 \). We let \( F(x)^T \in L(\mathbb{R}^3, T_x \mathbb{R}^3) \) denote the adjoint of \( F(x) \) relative to the Euclidean inner product. Observe that \( F(x)^T \in L^*(T_x \mathbb{R}^3, \mathbb{R}^3) \), the linear transformations with positive determinant, since \( \det F(x) = J(\phi)(x) > 0 \). We let \( F = F^T \) (that is, \( C(x) = F(x)^T F(x) \in L(T_x \mathbb{R}^3, T_x \mathbb{R}^3) \)) denote the Cauchy-Green tensor. Observe that \( C(x) \in \text{sym}(T_x \mathbb{R}^3, T_x \mathbb{R}^3) \), the positive definite symmetric linear transformations on \( T_x \mathbb{R}^3 \).

Assume we are given a smooth stored energy function \( W \) defined on pairs \((X, C)\) where \( C \in \text{sym}(T_x \mathbb{R}^3, T_x \mathbb{R}^3) \). For \( \phi \in \mathcal{C}^1 \), the stored energy of \( \phi \) is \( W(X, C(X)) \), where \( C \) is the Cauchy-Green tensor of \( \phi \) and \( dV \) is the volume form in \( \mathbb{R}^3 \). That \( W \) depends on \( C \) rather than on all of \( F \) is a consequence of the Principle of Material Indifference. (See Truesdell & Noll [1965].) Since \( C \) is a function of \( F \), we shall abuse notation by writing \( W(\phi) \) and \( W(X, F) \) for \( W(X, F^T F) \).

The first Piola-Kirchhoff stress tensor \( P(X, F) \) is defined by \( P(X, F) = \frac{\partial}{\partial F} W(X, F) \), the partial derivative of \( W \) with respect to \( F \). Thus, \( P(X, F) \in L(T_x \mathbb{R}^3, \mathbb{R}^3) \). The second Piola-Kirchhoff stress tensor \( S(X, C) \) is defined by \( S(X, C) = \frac{\partial}{\partial C} W(X, C) \), so that \( S(X, C) \in \text{sym}(T_x \mathbb{R}^3, T_x \mathbb{R}^3) \). The chain rule implies that

\[
P(X, F) \cdot G = \frac{1}{2} S(X, C) \cdot [F^T G + G^T F]
\]

for all \( G \in L(T_x \mathbb{R}^3, \mathbb{R}^3) \).

For finite dimensional inner product spaces \( \mathcal{V}, \mathcal{W} \), the inner product \( \langle A, B \rangle = \text{trace} (A^T B) \) on \( L(\mathcal{V}, \mathcal{W}) \) and \( L(\mathcal{V}, \mathcal{W})^* \cong L(\mathcal{W}, \mathcal{V}) \) and \( L(\mathcal{V}, \mathcal{W})^* \cong L(\mathcal{W}, \mathcal{V}) \). The latter isomorphism also identifies \( \text{sym}(\mathcal{V}, \mathcal{W})^* \) with \( \text{sym}(\mathcal{V}, \mathcal{W}) \). Using these identifications we get \( P(X, F) \in L(T_x \mathbb{R}^3, \mathbb{R}^3) \), \( S(X, C) \in \text{sym}(T_x \mathbb{R}^3, T_x \mathbb{R}^3) \) and \( P(X, F) = F \cdot S(X, C) \) or \( P = F S \) for short.

† There is a \( W^{1,p} \) inverse function theorem: if \( \phi \) is in \( W^{1,p} \), \( s > (n/p) + 1 \), and has a \( C^1 \) inverse, then the inverse is in \( W^{1,p} \). For our analysis one can also use the H"older spaces \( C^{1,1} \).

†† The mass density does not appear in our formulas as we are building it into the definitions and use, for example, the body force per unit volume rather than per unit mass.

Symmetry and Bifurcation in Elasticity

Let \( A(X, F) = \frac{\partial}{\partial F} (X, F) \in L(L(T_x \mathbb{R}^3, \mathbb{R}^3), L(T_x \mathbb{R}^3, \mathbb{R}^3)) \) denote the 
elasticity tensor. We may regard \( A \) as a bilinear form on \( L(T_x \mathbb{R}^3, \mathbb{R}^3) \) via \( A(X, F) (G,H) = \langle A(X,F),G,H \rangle \). In the hyperelastic case, which is our concern, \( A = \frac{\partial^2}{\partial F \partial F} W \), so this bilinear form is symmetric in \( G \) and \( H \).

The second elasticity tensor \( C(X, C) \) is similarly defined to be \( \frac{\partial^2}{\partial C \partial C} W \) evaluated at \( (X, C) \), and so may be regarded as a symmetric bilinear map on \( \text{sym}(T_x \mathbb{R}^3, T_x \mathbb{R}^3) \). The chain rule gives

\[
2A(X, F) \cdot (G,H) = C(X,C) \cdot (F^T H + H^T F, F^T G + G^T F) + S(X,C) \cdot (H^T G + G^T H).
\]

The following two assumptions will be made in the first two papers of this series:

(H1) The undeformed state is stress-free; i.e., \( P(X, I) = 0 \), or equivalently, \( S(X, I) = 0 \), where \( I \) is the identity.

(H2) Strain ellipticity holds: there is an \( \epsilon > 0 \) such that

\[
A(X, I) \cdot (v \otimes \xi, v \otimes \xi) \leq \epsilon \|\xi\|^2 \|v\|^2
\]

for all \( \xi \in T_x \mathbb{R}^3 \) and \( v \in \mathbb{R}^3 \), where \( v \otimes \xi \in L(T_x \mathbb{R}^3, \mathbb{R}^3) \) is defined by \( (v \otimes \xi)(V) = \xi(V) v \).

The classical elasticity tensor is defined by \( c(X) = 2C(X, I) \), so \( c(X) \) is a symmetric bilinear mapping on \( \text{sym}(T_x \mathbb{R}^3, T_x \mathbb{R}^3) \) to \( \mathbb{R} \); at \( \phi = I_a \) we identify \( T_x \mathbb{R}^3 \) and \( \mathbb{R}^3 \) since \( x \) and \( X \) coincide. By (H1),

\[
A(X, I) \cdot (G, H) = \frac{1}{4} c(X) \cdot (G^T + H^T, H + H^T).
\]

If we regard \( A(X, I) \) as belonging to \( \text{sym}(T_x \mathbb{R}^3, T_x \mathbb{R}^3) \) and \( c(X) \) as belonging to \( \text{sym}(T_x \mathbb{R}^3, T_x \mathbb{R}^3) \), this last equation reduces to

\[
2A(X, I) \cdot G = c(X) \cdot (G^T + H^T),
\]

or, if \( G \) is symmetric, to

\[
A(X, I) \cdot G = c(X) \cdot G.
\]

By (H2), solvability of the linearized equations of elastostatics can be determined by the Fredholm alternative (see, e.g., Marsden & Hughes [1978]).

We shall let \( B: \mathcal{B} \to \mathbb{R}^3 \) denote a given body force (per unit volume) and \( \tau: \mathcal{B} \to \mathbb{R}^3 \) a given surface traction (per unit area). These are dead loads; in other words, the equilibrium equations for \( \phi \) that we are studying are:

\[
\begin{align*}
\text{DIV} P(X, F(X)) + B(X) &= 0 \quad \text{for} \ X \in \mathcal{B} \\
P(X, F(X)) \cdot N(X) &= \tau(X) \quad \text{for} \ X \in \partial \mathcal{B}
\end{align*}
\]
where \( N(X) \) is the outward unit normal to \( \partial \mathcal{B} \) at \( X \in \partial \mathcal{B} \) and \( \text{DIV} P \) is the divergence\(^1\) of \( P(X, F(X)) \) with respect to \( X \).

Let \( \mathcal{L} \) denote the space of all pairs \( (B, \tau) \) of loads (with \( B \) of class \( W^{s-2,2} \) on \( \mathcal{B} \) and \( \tau \) of class \( W^{s-1,1,p} \) on \( \partial \mathcal{B} \)) with zero resultant:

\[
\int_B B(X) \, d\Omega(X) + \int_{\partial \mathcal{B}} \tau(X) \, dA(X) = 0.
\]

Here \( d\Omega \) and \( dA \) are the volume and area elements on \( \mathcal{B} \) and \( \partial \mathcal{B} \). Using the divergence theorem, observe that if the pair \((B, \tau)\) is such that \( E \) holds for some \( \phi \in \mathcal{C} \), then \((B, \tau) \in \mathcal{L} \).

Throughout the paper, the group \( SO(3) = \{ Q \in L(R^3, R^3) | Q^T Q = I \} \) and \( \text{det} Q = +1 \) of proper orthogonal transformations will play a key role.

By (H1), \( \phi = I_\mathcal{B} \) (the identity map on \( \mathcal{B} \)) is a solution of (E) with \( B = \tau = 0 \).

By the principle of material frame-indifference, \( \phi = Q \mid \mathcal{B} \) is also a solution for any \( Q \in SO(3) \). The map \( Q \mapsto Q \mid \mathcal{B} \) embeds \( SO(3) \) into \( \mathcal{C} \); we shall identify its image with \( SO(3) \). Thus, the "trivial" solutions of (E) are elements of \( SO(3) \).

Our basic problem is:

(P1) Describe the set of all solutions of (E) near the trivial solutions \( SO(3) \) for various loads \( I \in \mathcal{L} \) near zero.

Such a description is to include the counting of solutions, the determination of their stability, and the demonstration that the results are insensitive to small perturbations of the stored energy function and of the load.

§ 3. The Astatic Load and Axes of Equilibrium

This section is devoted to the geometry of the load space \( \mathcal{L} \). Many of the results of this section are available in the literature, but we gather them here for convenience.

Before beginning, we shall recall a few notations and facts about the rotation group \( SO(3) \). Let

\[
M_3 = L(R^3, R^3) = \text{the space of linear transformations of } R^3 \text{ to } R^3,
\]

\[
sym = \{ A \in M_3 | A^T = A \},
\]

\[
\text{skew} = \{ A \in M_3 | A^T = -A \}.
\]

We identify skew with \( so(3) \), the Lie algebra of \( SO(3) \); skew and \( R^3 \) are isomorphic by the mapping \( v \in R^3 \mapsto \hat{v} \in \text{skew} \), where \( \hat{v}(w) = w \times v \). If \( v = (p, q, r) \) relative to the standard basis, then

\[
\hat{v} = \begin{bmatrix} 0 & r & -q \\ -r & 0 & p \\ q & -p & 0 \end{bmatrix}.
\]

The Lie bracket is \([\hat{v}, \hat{w}] = \hat{v} \otimes \hat{w} - \hat{w} \otimes \hat{v} = (v \times w)^\top \) where \( v \otimes w \in M_3 \) is given by \( (v \otimes w)(u) = v(\langle w, u \rangle) \). The inner product is \( \langle v, w \rangle = \frac{1}{2} \text{trace}(\hat{v}^T \hat{w}) \), the Killing form on \( so(3) \). Finally, \( \exp(\hat{v}) \) is the rotation about the vector \( v \) in the positive sense through the angle \( \|v\| \).

Now we turn to a study of \( \mathcal{L} \).

For \( \phi \in \mathcal{C} \) and \( I \in \mathcal{L} \), we say that \( I \) is equivariant relative to \( \phi \) if the total torque in the configuration \( \phi \) vanishes:

\[
\int_\mathcal{B} \phi(X) \times (B(X) \, d\Omega(X)) + \int_{\partial \mathcal{B}} \phi(X) \times \tau(X) \, dA(X) = 0
\]

where \( I = (B, \tau) \) and \( \phi(X) \) is the vector from the origin to the point \( \phi(X) \). From the symmetry of the stress tensor \( S \), one sees that if \( I = (B, \tau) \in \mathcal{L} \) satisfies (E) for some \( \phi \in \mathcal{C} \), then \( I \) is equivariant relative to \( \phi \). (An easy proof uses the Fiola transform; cf. MARDEN & HUGHES [1978].)

Let \( \mathcal{L}_\phi \) denote the loads that are equivariant relative to the identity configuration \( I_\phi \).

Define the astatic load map \( k : \mathcal{L} \times \mathcal{C} \to M_3 \) by

\[
k(I, \phi) = \int_\mathcal{B} B(X) \otimes \phi(X) \, d\Omega(X) + \int_{\partial \mathcal{B}} \tau(X) \otimes \phi(X) \, dA(X)
\]

and write \( k(I) = k(I, I_\phi) \).

We have actions of \( SO(3) \) on \( \mathcal{L} \) and \( \mathcal{C} \) given by:

\[
\text{Action} \text{ of } SO(3) \text{ on } \mathcal{L} : QI(X) = (QB(X), Q\tau(X)),
\]

\[
\text{Action} \text{ of } SO(3) \text{ on } \mathcal{C} : Q\phi = Q \circ \phi.
\]

Note that \( QI \) means "the load arrows are rotated, keeping the body fixed." We shall write \( \phi_I \) and \( \phi_\phi \) for the \( SO(3) \) orbits of \( I \) and \( \phi \). Thus, \( \phi_{I_\phi} \) denotes the trivial solutions corresponding to \( I = 0 \).

The following is a list of basic observations about the astatic load, each of which is readily verified:

(A1) \( I \) is equivariant relative to \( \phi \) if and only if \( k(I, \phi) \in \text{sym} \). In particular, \( I \in \mathcal{L}_\phi \) if and only if \( k(I) \in \text{sym} \).

(A2) (equivariance). For \( I \in \mathcal{L} \), \( \phi \in \mathcal{C} \), and \( Q_1, Q_2 \in SO(3) \),

\[
k(Q_1 I, Q_2 \phi) = Q_1 k(I, \phi) Q_2^{-1}.
\]

In particular, \( k(QI) = Qk(I) \).

(A3) (infinitesimal equivariance). For \( I \in \mathcal{L} \), \( \phi \in \mathcal{C} \), and \( W_1, W_2 \in \text{skew} \),

\[
k(W_1 I, \phi) = W_1 \phi \) \) and \( k(I, W_2 \phi) = -k(I, \phi) W_2 \).

In particular, \( k(WI) = Wk(I) \).

Later on we shall be concerned with how the orbit of \( I \in \mathcal{L} \) meets \( \mathcal{L}_\phi \). The most basic result in this direction is the following.

3.1. Da Silva's Theorem. Let \( I \in \mathcal{L} \). Then \( \phi_I \cap \mathcal{L}_\phi = 0 \).
Proof. By the polar decomposition theorem, we can write \( k(l) = QT A \) for some \( Q \in \text{SO}(3) \) and \( A \in \text{sym} \). By (A2), \( k(Ql) = Qk(l) = A \in \text{sym} \), so by (A1), \( Ql \in \mathcal{L}_e \). 

Similarly, any load can be equilibrated relative to any chosen configuration by a suitable rotation.

The concept of an axis of equilibrium deals with the case in which \( \Theta_t \) meets \( \mathcal{L}_e \), in a degenerate way.

3.2. Definition. Let \( l \in \mathcal{L}_e \) and \( v \in \mathbb{R}^3 \), \( \|v\| = 1 \). Such a \( v \) is an axis of equilibrium for \( l \) when \( \exp(\theta v) l \in \mathcal{L}_e \) for all real \( \theta \), i.e., when rotations of \( l \) about the axis \( v \) do not destroy equilibration relative to the identity.

A number of useful ways of reformulating the condition that \( v \) be an axis of equilibrium are as follows.

3.3. Proposition. Let \( l \in \mathcal{L}_e \) and \( A = k(l) \in \text{sym} \). The following conditions are equivalent:

1. \( l \) has an axis of equilibrium \( v \);
2. there is a \( v \in \mathbb{R}^3 \), \( \|v\| = 1 \) such that \( \hat{v} l \in \mathcal{L}_e \);
3. \( W \mapsto AW + WA \) fails to be an isomorphism of skew to itself;
4. \( W \mapsto AW + WA \) is an eigenvalue of \( A \).

Proof. \( 1 \Rightarrow 2 \). This follows by differentiating \( \exp(\theta \hat{v}) l \) at \( \theta = 0 = 0 \).

2 \Rightarrow 1. By (A2),

\[
k(\exp(\theta \hat{v}) l) = \left[ I + (\theta \hat{v}) + \frac{1}{2} (\theta \hat{v})^2 + \ldots \right] k(l).
\]

Since \( k(\hat{v})l = \hat{v}k(l) \) is symmetric, each term on the right-hand side of this last equation is symmetric.

\( 2 \Rightarrow 3 \). Since \( k(\hat{v})l = \hat{v}A \) is symmetric, \( \hat{v}A + A\hat{v} = 0 \), so \( W \mapsto AW + WA \) is not an isomorphism.

\( 3 \Rightarrow 2 \). There exists a \( v \in \mathbb{R}^3 \), \( \|v\| = 1 \), such that \( \hat{v}A + A\hat{v} = 0 \), so \( k(\hat{v})l \) is symmetric.

\( 3 \Rightarrow 4 \). Define \( L \in M_3 \) by \( L = (\text{trace} A) I - A \). Then

\[
(Lv)^* = A\hat{v} + \hat{v}A.
\]

(In fact, if \( [u, v, w] \) denotes the scalar triple product, the relationship \( [Bu, Bv, Bw] = (\det B)[u, v, w] \) gives \( [Au, Av, Aw] + [u, Av, Au] + [u, v, Aw] = (\text{trace} A) [u, v, w] \). This yields \( (Lv)^* = A\hat{v} + \hat{v}A \), which gives the claimed results for symmetric \( A \). Therefore, \( A\hat{v} + \hat{v}A = 0 \) if and only if \( Lv = 0 \), i.e., if and only if \( v \) is an eigenvector of \( A \) with eigenvalue \( 0 \).

3.4. Corollary. Let \( l \in \mathcal{L}_e \) and \( A = k(l) \in \text{sym} \). Let the eigenvalues of \( A \) be denoted \( a, b, c \). Then \( l \) has no axis of equilibrium if and only if \( (a + b)(a + c)(b + c) \neq 0 \).

3.5. Definition. \( l \in \mathcal{L}_e \) is said to be a load of type \( 0 \) if \( l \) has no axis of equilibrium and if the eigenvalues of \( A = k(l) \) are distinct.

The following proposition shows how the orbits of type 0 loads meet \( \mathcal{L}_e \).

3.6. Proposition. Let \( l \in \mathcal{L}_e \) be a type 0 load. Then \( \Theta_t \cap \mathcal{L}_e \) consists of exactly four loads of type 0.

Proof. We first prove that the \( \text{SO}(3) \)-orbit of \( A \) in \( M_3 \) under the action \( Q \mapsto QA \) meets \( \text{sym} \) at four points. The matrix of \( A \) relative to its basis of eigenvectors is \( \text{diag}(a, b, c) \). Then \( \Theta_t \cap \text{sym} \) contains the four points

\[
\begin{align*}
\text{diag} & (a, b, c) & (Q = 1) \\
\text{diag} & (-a, -b, c) & (Q = \text{diag}(-1, -1, 1)) \\
\text{diag} & (-a, b, -c) & (Q = \text{diag}(-1, 1, -1)) \\
\text{diag} & (a, -b, -c) & (Q = \text{diag}(1, -1, -1))
\end{align*}
\]

These are distinct points since \( (a + b)(a + c)(b + c) \neq 0 \). Now suppose \( a, b, c \) and \( d \) are distinct. Suppose \( QA = S \in \text{sym} \). Then \( S^2 = A^2 \). Let \( \mu \) be an eigenvalue of \( S \) with eigenvector \( u \). Then \( S^2 u = \mu^2 u \). Since \( A^2 = S^2 = \mu^2 u \), \( \mu \) is an eigenvalue of \( A^2 \). Thus, as the eigenspace of \( A^2 \) with a given eigenvalue has dimension 1, \( u \) is an eigenvector of \( A \) and \( \pm \mu \) is the corresponding eigenvalue. Since \( \det Q = 1 \), it follows that \( \det S = \det A \), and we must have one of the four cases above.

By equivariance, \( k(\Theta_t) \cap \text{sym} = \Theta_{k(l)} \cap \text{sym} \) is a set consisting of four points. Now \( \Theta_t \cap \mathcal{L}_e = k^{-1}(\Theta_{k(l)} \cap \text{sym}) \), so it suffices to show that \( k \) is one-to-one on \( \Theta_t \). This is a consequence of the following lemma and (A2).

3.7. Lemma. Suppose that \( A \in \text{sym} \) and that \( \dim \ker A \leq 1 \). Then \( A \) has no isotropy; i.e., \( QA = A \) implies \( Q = I \).

Proof. Every \( Q \neq I \) acts on \( \mathbb{R}^3 \) by rotation through an angle \( \theta \) about a unique axis, that is, about a line through the origin in \( \mathbb{R}^3 \). Now \( QA = A \) means that \( Q \) is the identity on the range of \( A \). Therefore if \( Q \neq I \) and \( QA = A \), the range of \( A \) must be zero-dimensional or one dimensional, so \( \dim \ker A \geq 2 \).

Finally in this section we study the range and kernel of \( k : \mathcal{L}_e \rightarrow M_3 \).

3.8. Proposition. 1. \( \ker k \) consists of those loads in \( \mathcal{L}_e \) for which every axis is an axis of equilibrium.

2. \( k : \mathcal{L}_e \rightarrow M_3 \) is surjective.

Proof. 1. Let \( l \in \ker k \). For \( W \in \text{skew} \), \( k(Wl) = Wk(l) = 0 \) so \( Wl \in \mathcal{L}_e \); by 3.3 every axis is an axis of equilibrium. Conversely, if \( Wl \in \mathcal{L}_e \) for all \( W \in \text{skew} \),
then \(k(W) = Wk(I)\) is symmetric for all \(W\); i.e., \(k(I) W + Wk(I) = 0\) for all \(W\). From \((L) = \nabla - \nabla\), where \(A = k(I)\) and \(\nabla = (\text{trace } A) I - A\), we see that \(L = 0\). This implies that \(\text{trace } A = 0\) and hence \(A = 0\).

To prove 2 introduce an inner product on \(\mathcal{L}\) under \(SO(3)\):

\[
\langle I, J \rangle = \int I(B(X), B(X)) dV(X) + \int \langle \tau(X), \tau(X) \rangle dA(X).
\]

Relative to this and the inner product \(\text{trace } (A^T B)\) on \(M_3\), the adjoint \(k^T\) of \(k\) is given by

\[
k^T(D) = (B, \tau), \text{ where } B(X) = DX - G, \quad \tau(X) = DX - G,
\]

and

\[
G = \left[ \int dX dV(X) + \int \int dA(X) \right] \left[ \int dV + \int dA \right].
\]

If \(k^T(D) = (0, 0)\), then it is clear that \(D = 0\). It follows from the Alternative Theorem that \(k\) is surjective.

\[\Box\]

3.9. Corollary. 1. \(\ker k\) is the largest subspace of \(\mathcal{L}\) that is invariant under \(SO(3)\).

2. \(\ker k^T : (\ker k^T)^{1/2} \rightarrow M_3\) is an isomorphism.

Let \(j = (k \mid (\ker k)^{1/2})^{-1}\) and write

\[
\text{Skew} = j(\text{skew}), \quad \text{Sym} = j(\text{sym}).
\]

These are linear subspaces of \(\mathcal{L}\) of dimension 3 and 6 respectively. Thus we have the decomposition

\[
\mathcal{L} = \text{Skew} \oplus \text{Sym} \oplus \ker k
\]

corresponding to the decomposition \(M_3 = \text{skew} \oplus \text{sym}; \quad U = \frac{1}{2} (U - U^T) = \frac{1}{2} (U + U^T).
\]

Note: Skew and \(\mathcal{L}\) need not be orthogonal.

\[\Box\]

§ 4. Equivalent Reformulations of the Problem

Define: \(\Phi: \mathcal{L} \rightarrow \mathcal{L}\) by \(\Phi(\phi) = (-\nabla P, P \cdot \nabla N)\), i.e.,

\[
\phi(\phi)(X) = (-\nabla P(X, F(X)), \quad P(X, F(X)) \cdot N(X)).
\]

so the equilibrium equations (E) become \(\phi(\phi) = I\). The principle of material frame-indifference implies the equivariance of \(\phi\): \(\phi(Q \phi) = Q \phi(\phi)\). Standard Sobolev estimates show that \(\phi\) is a smooth mapping (see, for example, Palais). The derivative of \(\phi\) is given by

\[
D(\phi)(\phi) \cdot u = (-\nabla (A \cdot \nabla u), \quad (A \cdot \nabla u) \cdot N)
\]

and at \(\phi = \iota_\mathcal{L}\) this becomes

\[
D(\phi)(\phi) \cdot u = (-\nabla (\xi \cdot \eta), \quad (\xi \cdot \eta) \cdot N)
\]

where \(\xi = \frac{1}{2} \{ \nabla u + (\nabla u)^T \} \).

If \(D(\phi)(\phi): T_\mathcal{L} \mathcal{L} \rightarrow \mathcal{L}\) were an isomorphism, we could solve \(\phi = \iota\) uniquely for \(\phi\) near \(\iota\) and \(I_\mathcal{L}\) small. The essence of our problem is that \(D(\phi)(\phi)\) is not an isomorphism: since \(\phi(SO(3)) = 0\), ker \(D(\phi)(\phi)\) contains ker.

Define \(\mathcal{C}_\text{sym} = \{ u \in \mathcal{L} \mid u(0) = 0 \text{ and } \nabla u(0) \in \text{sym} \} \). From (H2) and from the linear theory of elasticity we have:

4.1. Lemma. \(D(\phi)(\phi) : \mathcal{C}_\text{sym} = \mathcal{C}_\text{sym} \rightarrow \mathcal{L}\) is an isomorphism.

The connection between the astatic load map \(k: \mathcal{L} \rightarrow M_3\) and \(\phi\) is seen from the following computation of \(k \cdot \phi\).

4.2. Lemma. Let \(\phi \in \mathcal{C}\) and let \(P\) be the first Piola-Kirchhoff stress tensor at \(\phi\), then

\[
k(\phi(\phi)) = \int \nabla P dV.
\]

This result follows by application of Gauss' theorem to

\[
k(\phi(\phi)) = \int \{ (\nabla P) \cdot X dV(X) + \int \{ P \cdot N \} \otimes X dA(X) \}
\]

This expression for \(k(\phi(\phi))\) should be compared with the astatic load relative to the configuration \(\phi\) rather than \(I_\mathcal{L}\): if \(\sigma\) denotes the Cauchy stress, then

\[
k(\phi(\phi), \phi) = \int \sigma dV,
\]

which is symmetric, while \(k(\phi(\phi)) = \int \phi(\phi) \cdot I_\mathcal{L}\) need not be.

To study solutions of \(\phi(\phi) = I\) for \(\phi\) near the trivial solutions and \(I\) near a given load \(I_\mathcal{L}\), it suffices to take \(I_\mathcal{L} \in \mathcal{L}\). This follows from DA SILVA’s theorem and the equivariance of \(\phi\).

Let \(\mathcal{C}_\text{sym} \mathcal{C}_\text{sym}\) be regarded as an affine subspace of \(\mathcal{C}\) centered at \(\iota\). Let \(\phi\) be the restriction of \(\phi\) to \(\mathcal{C}_\text{sym}\). From the implicit function theorem and Lemma 4.1 we get:

4.3. Lemma. There is a ball centered at \(\iota\) in \(\mathcal{C}_\text{sym}\) whose image \(\mathcal{N}\) under \(\phi\) is a smooth submanifold of \(\mathcal{L}\) tangent to \(\mathcal{L}\) at \(\iota\) (see Figure 1). The manifold \(\mathcal{N}\) is the graph of a unique smooth mapping

\[
F: \mathcal{L} \rightarrow \text{Skew}
\]

such that \(F(0) = 0\) and \(DF(0) = 0\).
Later we shall show how to compute $D^2F(0)$ in terms of $D\Phi(I_{e})^{-1}$ and $\epsilon$.

Now we are ready to reformulate problem (P1).

(P2) For a given $I_{0} \in \mathcal{L}_{e}$ near zero, study how $\theta_{l}$ meets the graph of $F$ for various $l$ near $I_{0}$.

Problems (P1) and (P2) are related as follows. Let $\phi$ satisfy (E) with $l \in \mathcal{L}$ and let $Q$ be such that $\phi = Q\phi \in C_{\text{sym}}$. Then $\Phi(\phi) = Ql$, so the orbit of $l$ meets the graph of $F$ at $\Phi(\phi)$. Conversely, if the orbit of $l$ meets $\mathcal{N}$ at $\Phi(\phi) = Ql$, then $\phi = Q^{-1}Q\phi$ satisfies (E). We claim that near the trivial solutions, the numbers of solutions to each problem also correspond. This follows from the next lemma.

4.4. Lemma. There is a neighborhood $U$ of $I_{e}$ in $C_{\text{sym}}$ such that if $\phi \in U$ and $Q\phi \in U$, then $Q = I$.

Proof. Note that $C_{\text{sym}}$ is transverse to $\theta_{l}$ at $I_{e}$ and $I_{0}$ has trivial isotropy. Since $SO(3)$ is compact, $\theta_{l}$ is closed. Thus there is a neighborhood $U_{0}$ of $I_{e}$ in $C_{\text{sym}}$ such that if $Q \in U_{0}$, then $Q = I$. The same thing is true of orbits passing through a small neighborhood of $I_{e}$ by the openness of transversality and the compactness of $SO(3)$.

If $\theta_{l}$ meets $\mathcal{N}$ in $k$ points $Q_{i} = \Phi(\phi_{i})$, $i = 1, \ldots, k$, then $\phi_{i}$ are distinct as $\phi$ is 1-1 on a neighborhood of $I_{e}$ in $C_{\text{sym}}$ (by the implicit function theorem). If this neighborhood is also contained in $U$ of 4.4, then the points $Q_{i}^{-1}Q_{j} = \phi_{i}$ are also distinct by 4.4. Hence the problems (P1) and (P2) are equivalent.

We require some more notation to describe the action $(Q, A) \mapsto QA$ of $SO(3)$ on $M_{3}$. Let

$$\text{Skew}(A) = \frac{1}{2}(A - A^{T}) \in \text{skew} \quad (3.2a)$$

and

$$\text{Sym}(A) = \frac{1}{2}(A + A^{T}) \in \text{sym} \quad (3.2b)$$

be the skew symmetric and symmetric parts of $A$, respectively.

We shall abuse notation by suppressing $j$ and identifying Sym with skew and skew with skew. Thus we write a load $l \in \mathcal{L}$ as $l = (A, n)$ where $A = k(l) \in M_{3}$ and $n \in \ker k$; hence $l \in \mathcal{L}_{e}$ precisely when $A \in \text{sym}$. The action of $SO(3)$ on $\mathcal{L}$ is given by

$$Ql = (QA, Qn).$$

Using this notation, we can reformulate problem (P2) as follows:

(P3) For a given $I_{0} = (A_{0}, n_{0}) \in \mathcal{L}_{e}$ near zero, and $l = (A, n)$ near $I_{0}$, find $Q \in SO(3)$ such that

$$\text{Skew}(QA) - F(\text{Sym}(QA), Qn) = 0.$$

Define the rescaled map $\bar{F}: \mathbb{R} \times \mathcal{L}_{e} \to \text{Skew}$ by

$$\bar{F}(\lambda, l) = \frac{1}{\lambda^{2}}F(\lambda l).$$

Since $F(0) = 0$ and $DF(0) = 0$, $F$ is smooth. Moreover, if $F(l) = \frac{1}{2}G(l) + \frac{1}{6}C(l) + \ldots$ is the Taylor expansion of $F$ about zero, then $\bar{F}(\lambda, l) = \frac{1}{\lambda^{2}}G(l) + \frac{1}{6}\lambda C(l) + \ldots$; here $G(l) = D^{2}F(0, l, l)$ and $C(l) = D^{3}F(0, l, l, l)$.

In problem (E) let us measure the size of $l$ by the parameter $\lambda$. Thus, replace $\Phi(\phi) = I$ for $l$ near zero by $\Phi(\phi) = \lambda I$ for $l$ near zero. This scaling enables us to distinguish conveniently the size of $l$ from its 'orientation'. In the literature $l$ has always been fixed and $\lambda$ taken small. Here we allow $l$ to vary as well. Thus we arrive at the final formulation of the problem.

(P4) For a given $I_{0} = (A_{0}, n_{0}) \in \mathcal{L}_{e}$, for $l$ near $I_{0}$ and for $\lambda$ small, find $Q \in SO(3)$ such that

$$\text{Skew}(QA) - \lambda F(\lambda, \text{Sym}(QA), Qn) = 0.$$

The left-hand side of this equation will be denoted $H(\lambda, A, n; Q)$ or $H(\lambda, Q)$ if $A$ and $n$ are fixed.

§ 5. Loads of Type 0, having no Axis of Equilibrium

We shall begin the analysis by giving an (almost trivial) proof of one of the basic theorems of StopPELLI [1958]*:

* The only other complete proof in English we know of is given in VAN BUREN [1968], although sketches are available in GRILLI [1962], TRUESDELL & NOLL [1965] and WANG & TRUESDELL [1973]. Our proof is rather different; the use of the map $\bar{F}$ avoids a series of complicated estimates used by STOPPELLI and VAN BUREN.
5.1. Theorem. Suppose \( \lambda \in \mathcal{L}_e \) has no axis of equilibrium. Then for \( \lambda \) sufficiently small, there are a unique \( \Phi \in \mathcal{C}_{\text{sym}} \) and a unique \( Q \) in a neighborhood of the identity in \( \text{SO}(3) \) such that \( \Phi = Q^{-1} \tilde{\phi} \) satisfies the traction problem

\[
\Phi(\phi) = \lambda.
\]

Proof. Define \( H: \mathbb{R} \times \text{SO}(3) \rightarrow \text{Skew} \) as above by

\[
H(\lambda, Q) = \text{Skew}(Q \lambda) - \lambda F(\lambda, \text{Sym}(Q \lambda), Qn)
\]

where \( \lambda = (A, n) \in \mathcal{L}_e = \text{Sym} \oplus \ker k \) is fixed. Note that the partial derivative is \( D_Q H(0, I) \cdot W = \text{Skew}(WA) = \frac{1}{2} (WA + AW) \). By Proposition 3.3, \( D_Q H(0, I) \) is an isomorphism. Hence, by the implicit function theorem, \( H(\lambda, Q) = 0 \) can be uniquely solved for \( Q \) near \( I \in \text{SO}(3) \) as a function of \( \lambda \) near \( 0 \in \mathbb{R} \).

The geometric reason "why" this proof works and the clue to treating other cases is the following.

5.2. Lemma. A load \( l \in \mathcal{L}_e \) has no axis of equilibrium precisely when \( \mathcal{L} = 0 \oplus T\theta_1 \). In particular, if \( l \) has no axis of equilibrium, then \( \theta_1 \) intersects \( \mathcal{L}_e \) transversely at \( l \).

Proof. The tangent space to \( \theta_1 \) at \( l \in \mathcal{L}_e \) is \( T_{\theta_1}, \{ W \mid W \in \text{Skew} \} \), and the projection of this into the complement skew to \( \mathcal{L}_e \) is \( W \mapsto \frac{1}{2} (WA + AW) \) where \( A = k(l) \). The result then follows from part 3 of 3.3.

We have shown that there is only one solution to \( \Phi(\phi) = \lambda \) near the identity, if \( \lambda \) is small and \( l \) has no axis of equilibrium. How many solutions are there near the trivial solutions \( \text{SO}(3) \)? As we shall see, this problem has a non-trivial answer which depends on the type of \( l \). We analyze the simplest case here. Recall for Definition 3.5 that a load \( l \in \mathcal{L}_e \) is said to be of type 0 if \( l \) has no axis of equilibrium and if \( A = k(l) \) has distinct eigenvalues.

Loads with no axis of equilibrium occur amongst other types of loads classified in the next section, and STOPPELLI'S Theorem 5.1 applies to them. However, the global structure of the solutions ("global" being relative to \( \text{SO}(3) \)) is different for the different types. For loads of type 0 the situation is as follows.

5.3. Theorem. Let \( l_0 \in \mathcal{L}_e \) be of type 0. Then for \( \lambda \) sufficiently small, \( \Phi(\phi) = \lambda \) has exactly four solutions \( \phi_1, \phi_2, \phi_3, \phi_4 \) in a neighborhood of the trivial solutions \( \text{SO}(3) \subset \mathcal{C} \) (see Figure 2).

Proof. By 3.6, \( \mathcal{C}_{\text{as}} \) meets \( \mathcal{L}_e \) in four points. By 5.1, in a neighborhood of \( 0 \) in \( \mathcal{C}_{\text{as}} \) meets \( \mathcal{N} \) in exactly four points, the images of \( \tilde{\phi}_1, \tilde{\phi}_2, \tilde{\phi}_3, \tilde{\phi}_4 \), say. The problem (P2) has four solutions. By the equivalence of (P1) and (P2), so is (P1).

Let \( A = k(l_0) \) and \( S_A = \{ Q \mid QA \in \text{sym} \} \). From the proof of 3.6 we see that \( S_A \) is a four-element subgroup of \( \text{SO}(3) \) isomorphic to \( \mathbb{Z}_2 \oplus \mathbb{Z}_2 \). By our earlier discussions, the elements \( \phi_i \) are obtained from \( \tilde{\phi}_i \) by applying rotations close to \( \epsilon \) elements of \( S_A \). In particular, as \( \lambda \rightarrow 0 \), the solutions \( \{ \phi_i \} \) converge to the four-element set \( S_A \) (regarded as a subset of \( \mathcal{C} \)).

For \( l \) sufficiently close to \( l_0 \), the problem \( \Phi(\phi) = \lambda \) will also have four solutions. Indeed, by the openness of transversality, \( \theta_1 \) will also meet \( \mathcal{N} \) in four points. In other words, the picture for loads of type 0 in Figure 2 is stable under small perturbations of \( l_0 \).

Next we study the stability of the four solutions found in Theorem 5.3. This will not be done under the hypothesis that the classical elasticity tensor \( c \) is stable; i.e., that it satisfies

\[
\exists \eta > 0 \text{ such that } c(e) := \frac{1}{2} c(X)(e, e) \geq \eta \| e \|^2
\]

for all \( e \in \text{sym}(T_X \mathcal{B}, T_X \mathcal{B}) \). (Here \( \| . \| \) is the pointwise norm and \( c(e) \) is the stored energy function for linearized elasticity.)

Because of difficulties with potential wells and dynamical stability in elasticity (Knops & Wilkes [1973] and Ball, Knops & Marsden [1978]) we shall adopt the following "energy criterion" definition of stability.

4. Definition. A solution \( \phi \) of \( \Phi(\phi) = \lambda \) will be called stable if \( \phi \) is a local minimum in \( \mathcal{C} \) of the potential function

\[
V(\phi) = \int W(\phi) \, d\nu - \langle l, \phi \rangle
\]

where

\[
\langle l, \phi \rangle = \int_{T_X \mathcal{B}} B(X) \cdot \phi(X) \, dV(X) + \int_{T_X \mathcal{B}} r(X) \cdot \phi(X) \, dA(X) = \text{trace } k(l, \phi).
\]
If $\phi$ is not stable, its index is the dimension of the largest subspace of vectors $u$ tangent to $\mathcal{C}$ at $\phi$ with the property that $\phi$ decreases along some curve tangent to $u$. (Thus, index 0 corresponds to stability.)

5.5. Theorem. Let (H1)–(H3) hold and let $I_0$ be as in 5.3. For $\lambda$ sufficiently small, amongst the four solutions $\phi_1, \phi_2, \phi_3, \phi_4$ given by 5.3, exactly one is stable; the others have indices 1, 2, and 3. Suppose $\phi$ is a solution approaching $Q \in S_A$ as $\lambda \to 0$. Then $\phi$ is stable if and only if $QA - \text{trace}(QA) I \in \text{sym}$ is positive definite. In general, the index of $\phi$ is the number of negative eigenvalues of $QA - \text{trace}(QA) I$.

Proof. Let $\phi_0 \in \mathcal{C}$ satisfy $\mathcal{Ph}(\phi_0) = H_0 = I$. Then $\phi_0$ is a critical point of $V_\lambda$.

Consider the orbit $\mathcal{O}_{\phi_0} = \{Q \phi_0 : Q \in SO(3)\}$ of $\phi_0$. Its tangent space decomposes $T_{\phi_0} \mathcal{O}_{\phi_0}$ as follows:

$$T_{\phi_0} \mathcal{O}_{\phi_0} = T_{\phi_0} \mathcal{C}_{\phi_0} \oplus T_{\phi_0} \mathcal{O}_{\phi_0}.$$  

First consider $V_\lambda$ restricted to $(T_{\phi_0} \mathcal{C}_{\phi_0})^\perp$. Its second derivative at $\phi_0$ in the direction of $u \in (T_{\phi_0} \mathcal{C}_{\phi_0})^\perp$ is $\left(\frac{\partial^2 W}{\partial \phi \partial \phi'}(\phi) \cdot (\nabla u, \nabla u)\right) du$. At $\lambda = 0$, $\phi_0 \in SO(3)$ this becomes $\int \left(e(\phi) \cdot (e(\phi), e(\phi))\right) dv(\phi)$, where $e = \frac{1}{2} \left((\nabla u + (\nabla u)^T)\right)$. This is larger than a positive constant times the square of the $L^2$ norm of $e$, by (H3). As $u \in (T_{\phi_0} \mathcal{C}_{\phi_0})^\perp$, $\|e\|_{L^2} \leq \text{(constant)} \|u\|_{L^2}$ by Korn's inequality (see Fichera [1972]). By continuity, we have in general

$$D^2 V_{\lambda_0}(\phi_0) \cdot (u, u) \geq \delta \|u\|_{L^2}^2,$$

if $u$ is orthogonal to $\mathcal{C}_{\phi_0}$ at $\phi_0$ and $\lambda$ is small. This inequality implies that $\phi_0$ is a minimum for $V_{\lambda_0}$ in directions transverse to $\mathcal{C}_{\phi_0}$. (Actually one can see that $\phi_0$ is a local minimum in the topology of $\mathcal{C}$ on $(T_{\phi_0} \mathcal{C}_{\phi_0})^\perp$ by using the version of the Morse lemma given by Tromba [1976] or by Golubitsky & Marsden [1982].)

Next, consider $V_\lambda$ restricted to $\mathcal{C}_{\phi_0}$. By material frame-indifference, $W$ is constant on $\mathcal{C}_{\phi_0}$. Since $\phi_0$ must be a critical point for $V_{\lambda_0}$ restricted to $\mathcal{C}_{\phi_0}$, it is also a critical point for $\lambda I_0 = I$ restricted to $\mathcal{C}_{\phi_0}$ (where $I(\phi) = (I, \phi)$). It suffices therefore to determine the index of $I \mid \mathcal{C}_{\phi_0}$ at $\phi_0$. The result is now a consequence of continuity and the limiting case $\lambda \to 0$ given in the following lemma about loads of type 0.

5.6. Lemma. Let $I$ be of type 0 and let $A = k(I)$. Then $S_A$, regarded as a subset of $\mathcal{C}$, equals the set of critical points of $I \mid \mathcal{C}_{\phi_0}$. These 4 critical points are nondegenerate with indices 0, 1, 2, and 3; the index of $Q$ is the number of negative eigenvalues of $QA - \text{trace}(QA) I$.

Proof. First note that $L_e = (T_{\lambda_0} SO(3))^\perp$ since $D\mathcal{Ph}(I_0)$ has kernel $T_{I_0} SO(3) = \text{skew}$, has range $L_e$ and is self-adjoint. Thus $Q I \in L_e$ if and only if $I \perp T_{I_0} SO(3)$.

It follows that $Q I \in L_e$ if and only if $Q^T$ is a critical point of $I \mid \mathcal{C}_{\phi_0}$. (Recall that elements of $S_A = \{Q \in SO(3) : Q I \in L_e\}$ are symmetric.)

The purpose of this section is to classify orbits in $M_3$ under the action $(Q, A) \mapsto QA$ of SO(3) on $M_3$ by the way the orbits meet sym. The polar decomposition theorem implies that it is enough to consider orbits $\mathcal{O}_{\phi_0}$ of elements of sym. We begin by recalling Proposition 3.6 (another proof of which will be given below).

§ 6. Classification of Orbits in $M_3$*

Theorem 5.5 implies that it is enough to consider orbits $\mathcal{O}_{\phi_0}$ of elements of sym. We begin by recalling Proposition 3.6 (another proof of which will be given below).

6.1. Proposition (Type 0). Suppose $A \in \text{sym}$ has no axis of equilibrium and has distinct eigenvalues. Then $\mathcal{O}_{\phi_0} \cap \text{sym}$ consists of four points, at each of which the intersection is transversal.

We shall let the eigenvalues of $A \in \text{sym}$ be denoted $a, b, c$. Using the terminology from § 3, we say that $A$ has no axis of equilibrium when $(a + b)(b + c)$ is 0, i.e., when $a + b + c = a, b, c$. This in case $\mathcal{O}_{\phi_0}$ intersects sym transversely at $A$.

6.2. Definition. $A$ is said to be of type 1 if $A$ has no axis of equilibrium and if exactly two of $a, b, c$ are equal and non-zero (say $a = b = c, a = 0$).

---

* The reader may gain some insight by replacing the "abstract" proofs in this section with explicit matrix computations. This is, of course, how we originally obtained the results.
6.3. Proposition. If $A$ is of type I, then $\theta_{\text{sym}} \cap \text{sym}$ consists of two points (each with no axis of equilibrium) and $\mathbb{R}P^1 \approx S^1$ (each point of which has one axis of equilibrium).

Before proving this, we give a number of lemmas of general utility. If $l \in \mathbb{R}P^2$ is a line through the origin in $\mathbb{R}^3$, let $Q_l$ be the rotation through angle $\pi$ about $l$.

6.4. Lemma. $l \mapsto Q_l$ is an embedding of $\mathbb{R}P^2$ onto $SO(3) \cap \text{sym} \setminus I$.

Proof. It is clear that $l \mapsto Q_l$ is a one-to-one map of $\mathbb{R}P^2$ into $SO(3)$. Since $Q_l^2 = I$, it follows that $Q_l = Q_l^{-1} = Q_l^T$. Hence $Q_l$ lies in $SO(3) \cap \text{sym}$.

Every $Q \in SO(3) \setminus I$ is a rotation through some angle $\theta$ about some axis $l$. If such $Q$ also is symmetric then it has three independent real eigenvectors. Hence $\theta = \pi$.

6.5. Corollary. The orbit $\theta_l$ of the identity meets $\text{sym}$ at one point ($I$) and at $\mathbb{R}P^2 \cong (SO(3) \cap \text{sym}) \setminus I$.

6.6. Lemma. Let $A \in \text{sym}$ with $\dim \ker A \leq 1$ and suppose that $Q \in SO(3) \setminus I$ and $QA \in \text{sym}$. Then $Q = Q_l$ for some line $l$ invariant under $A$, and in particular $Q \in \text{sym}$.

Proof. We can suppose $Q \in I$. By Euler's theorem on rotations, there is a unit vector $x \in \mathbb{R}^3$ (unique up to sign) such that $Qx = x$. Since $QA \in \text{sym}$, we have $QA = AQ^T$, so $QAQ = A$. Thus $QAx = Ax$, so $Ax = cx$ for a constant $c$. Hence $Q$ and $A$ leave $V = \mathbb{R}x$ invariant.

6.7. Corollary. The $\mathbb{R}P^1$ in Proposition 6.3 is a right coset of the subgroup $S^1$ of all rotations about $w$; in fact $\mathbb{R}P^1 = S^1(Q_w | l_w$ is a line in $V$, the plane orthogonal to $w$).

6.8. Definition. $A$ is of type 2 if $A$ has no axis of equilibrium and all three of $a, b, c$ are equal (and so $\pm 0$).

6.9. Proposition. If $A$ is of type 2, then $\theta_{\text{sym}} \cap \text{sym}$ consists in one point ($A$) and on $\mathbb{R}P^2$.

Proof. This is immediate from 6.5.

Notice that each point of $\mathbb{R}P^2$ has a whole circle of axes of equilibrium; namely $Q_lA$ has as axes of equilibrium all vectors orthogonal to $l$. The eigenvalues of $Q_lA$ are $a, -a, -a$.

Types 0, 1, and 2 exhaust all symmetric matrices with no axis of equilibrium. It is easy to check from the results above that a symmetric matrix $A$ with $\dim \ker A \leq 1$ lies on the $SO(3)$-orbit of a matrix of type 0, 1, or 2. From now on we shall say that these orbits, or any representatives of them, are of type 0, 1, or 2.

Finally we turn to the remaining $A$'s with an axis of equilibrium that is not already on an orbit of type 0, 1, or 2.

6.10. Definition. $A$ is of type 3 if $\dim \ker A = 2$ and $A$ is of type 4 if $A = 0$.

6.11. Proposition. If $A$ is of type 3, then $\theta_{\text{sym}} \cap \text{sym}$ consists in two points, $A$ and $-A$.

Proof. $S = QA \in \text{sym}$ implies that $S^2 = A^2$ and so again $S = \pm A$ as in 6.6, even though possibly $A | V = 0$. In this case $Q$ could be any rotation about $l(x)$.

All the foregoing information can be summarized as follows:

6.12. Theorem. The $SO(3)$ orbits in $M_3$ fall into five distinct types according to the way in which they meet $\text{sym}$ (see Table 1 below). Furthermore, if $A \in \text{sym}$, $S_A = \{Q | QA \in \text{sym}\}$ consists in $I \cup \{Q_l\}$ for all $l$ invariant under $A$ (and hence $S_A \subset \text{sym}$) except if

\[
\text{dim ker } A = 2
\]

in which case $S_A$ also contains the rotations through any angle about the eigenaxis of $A$ corresponding to the non-zero eigenvalue, or if

\[
A = 0
\]

in which case $S_A = SO(3)$. (See Table 2 below.)
Symmetry and Bifurcation in Elasticity

Table 2

<table>
<thead>
<tr>
<th>Type of ( A )</th>
<th>Description of ( S_A )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>four points</td>
</tr>
<tr>
<td>1</td>
<td>two points and ( \mathbb{R}P^1 \approx S^1 )</td>
</tr>
<tr>
<td>2</td>
<td>one point and ( \mathbb{R}P^2 )</td>
</tr>
<tr>
<td>3</td>
<td>two disjoint circles</td>
</tr>
<tr>
<td>4</td>
<td>( SO(3) )</td>
</tr>
</tbody>
</table>

Remarks.

1. Table 1 highlights the fact that having an axis of equilibrium or not is not an invariant of the \( SO(3) \) action on \( \mathcal{L} \). This means that there are equilibrated loads having an axis of equilibrium, but which, when rotated globally by a certain amount to another equilibrated load, no longer have one.

2. Thus, by Theorem 1.1, we get existence of solutions to the traction problem for all types of astatic loads except 3, 4.*

3. The notion of type can be pulled back from \( M_3 \) to \( \mathcal{L} \) with a little care, as we see below.

6.13. Definition. By analogy with our definition

\[ S_A = \{ Q \in SO(3) \mid QA \in \text{sym} \}, \quad A \in M_3 \]

which we applied when \( A \) is of type 0, let us now write

\[ S_I = \{ Q \in SO(3) \mid QI \in \mathcal{L}, \quad I \in \mathcal{L} \}. \]

From the equivariance of \( k \) we clearly have

6.14. Lemma. \( S_I = S_{k(I)} \).

Note that the map of \( S_A \) to \( \theta_A \land \text{sym} \) given by \( Q \mapsto QA \) is an embedding for types 0, 1, 2 but not for all types 3 and 4, because of the isotropy. Pulling back to \( \mathcal{L} \), we see that \( Q \mapsto QI \) is an embedding of \( S_I \) to \( \theta_I \land \mathcal{L} \) if \( k(I) \) is of type 0, 1 or 2, so we can refer to \( I \) as being of type 0, 1, or 2 according as \( k(I) \) is. On the other hand, if \( k(I) \) is of type 3 then either

(a) \( \theta_I \land \mathcal{L} = \{ I, -I \} \)

or

(b) \( \theta_I \land \mathcal{L} = \text{two disjoint circles in } \{ I, -I \} \land \ker k \).

* In particular, STOPPELLA's failure to find solutions for certain loads of type 1 is seen to be due to neglect of the full rotation group (see Section 8). Our results are also consistent with those of BALL [1977].
Finally, if \( k(i) \) is of type 4, then \( \Theta_i \subset \ker k \subset L_k^e \) and any \( SO(3) \) orbit \( \Theta_i \) is allowable.

Figure 3 illustrates some simple examples of loads of different types. These loads are all pure traction, with \( B = 0 \).

![Diagrams of load types](image)

**Fig. 3. Load types**

**Type 1.** Rotation by \( 180^\circ \) about one of the horizontal axes produces an equilibrated load with no axis of equilibrium.

**Type 2.** Any horizontal axis is an axis of equilibrium; vertical axis is not an axis of equilibrium. Rotation by \( 180^\circ \) about the vertical axis gives an equilibrated load with no axis of equilibrium.

**Type 3 (a).** The load itself admits a circle group of symmetries about the axis \( \alpha \)—which is thus an axis of equilibrium.

**Type 3 (b).** The load is not symmetric, but the astatic load remains constant under rotation about the axis \( \beta \)—which is thus an axis of equilibrium.

**Type 4.** The astatic load is zero; all axes are axes of equilibrium.

§ 7. The Bifurcation Equation and its Gradient Character

According to the formulation (P4) of our problem, we wish to solve the equation \( H(\lambda, A, n; Q) = 0 \) for \( Q \), where

\[
H(\lambda, A, n; Q) = \text{Skew}(QA) - \frac{1}{2}R(\lambda, \text{Sym}(QA), Qn),
\]

\((A, n)\) is near \((A_0, n_0) \in L_k^e\) and \(\lambda\) is small. In this section we perform the Liepunov-Schmidt procedure on this equation and show that the resulting bifurcation equation is essentially a gradient.

Define the right-invariant vector field \( X_{A_0} \) on \( SO(3) \) by

\[
X_{A_0}(Q) = \text{skew}(QA_0) \cdot Q,
\]

which is a right translation of \( \text{skew}(QA_0) \in \mathfrak{so}(3) = T_\mathfrak{e}SO(3) \) to \( T_\mathfrak{e}SO(3) \).

Likewise, we shall regard \( H \) as a right-invariant vector field on \( SO(3) \) depending on the parameters \( \lambda, A, n \) by setting

\[
H(\lambda, A, n; Q) = k(H(\lambda, A, n; Q)) \cdot Q.
\]

Thus,

\[
X(0, A_0, n_0; Q) = X_{A_0}(Q).
\]

Finally, note that \( S_{A_0} \) is the zero set of \( X_{A_0} \); i.e.,

\[
S_{A_0} = \{ Q \in SO(3) \mid \text{skew}(QA_0) = 0 \}.
\]

What \( S_{A_0} \) is for various types of loads was given in Table 2 above.

7.1. Lemma. Suppose \( A_0 \in \text{sym} \) is of any type. Then for \( Q \in S_{A_0} \),

\[
T_\mathfrak{e}S_{A_0} = \{ WQ \mid W \in \text{skew} \quad \text{and} \quad WQA_0 + QA_0W = 0 \} = \ker DX_{A_0}(Q).
\]

Proof. The second equality is clear for any \( A_0 \), because \( DX_{A_0}(Q) : WQ \mapsto \text{skew}(WQA_0) \cdot Q \). For the first one, the inclusion \( \subset \) immediately follows by differentiation of \( X_{A_0}(Q) = 0 \) in \( Q \). Equality then follows by a dimension count; recall from 3.3 that \( v \mapsto \dot{v} \) gives an isomorphism from the space of axes of equilibrium for \( A \) (not necessarily of unit length) to the \( W \in \text{skew} \) such that \( WA + AW = 0 \).

Recall that \( W \mapsto WQA_0 + (QA_0)W \) corresponds to the linear transformation trace \((QA_0)I - QA_0\) under the isomorphism \( \text{skew} = \mathfrak{so}(3) \) with \( \mathbb{R}^3 \). When \( Q \in S_{A_0} \), \( QA_0 \) is symmetric, so this transformation is symmetric relative to the Killing form on \( \mathfrak{so}(3) \). This remark and 7.1 yield the next lemma.

7.2. Lemma. Suppose \( A_0 \) is of any type. Then at each point \( Q \) of \( S_{A_0} \), the range of \( DX_{A_0}(Q) : T_\mathfrak{e}SO(3) \to T_\mathfrak{e}SO(3) \) is the orthogonal complement of \( T_\mathfrak{e}S_{A_0} \).

Next we recall a general context for the bifurcation of vector fields that will be applied to our situation (cf. REEVEN [1973]). Let \( M \) and \( A \) be manifolds and \( X : M \times A \to TM \) a smooth vector field on \( M \) depending on the parameters \( \lambda \in A \). We seek the zeros of \( X \). For \( \lambda = \lambda_0 \), suppose the zero set \( S \) of \( X \) is a known
smooth compact submanifold of \( M \). Assume that \( M \) carries a Riemannian metric and that for \( x \in S \), the range of \( D_x X(x, \lambda_0) \) is the orthogonal complement of \( T_x S \). The normal bundle \( E \) of \( S \) trivializes a neighborhood \( U \) of \( S \). For each \( x \in U \), let \( P_x : T_x M \to T_x S \) be the orthogonal projection to the fiber \( S_{\pi(x)} \) over \( \pi(x) \), where \( \pi : E \to S \) is the projection. By the inverse function theorem, there is a unique section \( \phi_\lambda : S \to E \) such that \( P_x X(\phi_\lambda(x), \lambda) = 0 \) for \( x \in S \) and \( \lambda \) in a neighborhood of \( \lambda_0 \) (by the use of the fact that \( S \) is compact). Let \( \tilde{X}(\lambda, \lambda) \) be the orthogonal projection of \( X(\lambda, \lambda) \) onto the tangent space to the graph of \( \phi_\lambda \) at a point \( x \) on the graph. Thus, \( \tilde{X}(\lambda, \lambda) \) is a vector field on the graph of \( \phi_\lambda \) and finding its zeros is clearly equivalent (for small \( \lambda \)) to finding zeros of \( X \).

We call the equation \( \tilde{X}(\lambda, \lambda) = 0 \) on the graph of \( \phi_\lambda \) the bifurcation equation. Since \( S \) and the graph of \( \phi_\lambda \) are diffeomorphic under \( \phi_\lambda \), we can equally well regard \( \tilde{X} \) as a vector field on \( S \). This reduction of the problem is often known as the Liapunov-Schmidt method.

The above procedure may be applied to our vector field \( X(\lambda, A, n; Q) \) with parameters \((\lambda, A, n)\) and variable \( x = Q \in SO(3) = M \). Assume \( \lambda \) is near zero and \((A, n)\) is near a load \((A_0, n_0)\) where \( A_0 \) is of arbitrary type. Thus, there is a unique section \( \phi_{A_0, n_0} \) of the normal bundle to \( S_{A_0} \), determined by the Liapunov-Schmidt procedure as described above. Let \( \lambda \) denote the graph of \( \phi_{A_0, n_0} \) and let \( \tilde{X}(\lambda, A, n; Q) \) be the orthogonal projection of \( X \) to the tangent space of \( I \) at \( Q \). Thus, \( \tilde{X} \) is a vector field on \( I \). As above, we may also regard \( \tilde{X} \) as a vector field on \( S_{A_0} \).

The rest of this section is devoted to proving that the essential part of \( \tilde{X} \) is a gradient. In the general context above, if \( X \) is a gradient, then so is \( \tilde{X} \) since the orthogonality of a gradient vector field to a submanifold is the gradient of the restriction. This simple version does not directly apply to our situation as \( X \) need not be a gradient vector field on \( SO(3) \). However, the “second order” Taylor approximation \( \tilde{X} \) will be.

To state our gradient results, recall that in \( \S \ 4 \) we defined the quadratic function \( G : \mathbb{L} \to \text{skew} \) to be the second order term in the Taylor expansion of \( F \) about \( 0 \). Thus \( \tilde{F}(\lambda, I) = \frac{1}{2} G(\lambda) + \frac{\lambda}{6} C(\lambda) + \ldots \) where \( G(I) = D^2 F(0)(I, I) \) is a quadratic function of \( I \). The appropriate second order approximation to \( X \) will thus be defined by

\[
X_2(\lambda, A, n; Q) = \left[ \text{skew}(QA) - \frac{1}{2} \lambda k G(QI_0) \right] \cdot Q.
\]

Let \( \tilde{X}_2 \) be the second order approximation of the vector field \( \tilde{X} \) on \( S_{A_0} \), obtained by the Liapunov-Schmidt Procedure. Thus, \( \tilde{X}_2(Q) \) is the orthogonal projection of \( \tilde{X}_2 \) onto the tangent space \( T_0 S_{A_0} \) for \( Q \in S_{A_0} \).

1 A somewhat more invariant procedure for this construction is given in the next paper in this series.

7.3. Theorem. Suppose that \( A_0 \) is of arbitrary type. Then \( \tilde{X}_2 \) is a gradient vector field on \( S_{A_0} \). In fact, \( \tilde{X}_2 = -\grad f_1 \), where

\[
\begin{align*}
\dot{f}(Q) &= \langle I_0, Q \cdot Q \rangle + \langle I_0, Q \cdot u_0 \rangle + \frac{1}{2} \lambda \int_D \langle \Delta u_0, e(\nabla e_0) \rangle \, dV \\
&= QI_0 = D \tilde{F}(I_0) = QI_0 \quad \text{i.e., } \quad u_0 \quad \text{is the unique solution in } C_{\text{sym}} \text{ of the linearized equations with load } \dot{Q}_0 \in \mathbb{L}_e.
\end{align*}
\]

Recall that the pairing between loads \( I = (B, \tau) \) and configurations (or displacements) is given by

\[
\langle I, \phi \rangle = \int_D B(X) \cdot \phi(X) \, dV + \int_{\partial D} \tau(X) \cdot \phi(X) \, dS = \text{trace } k(I, \phi)
\]

and physically represents a potential for the working of the loads. Observe that if \( I \in \mathbb{L}_e \), then \( \langle I, Q^T I_0 \rangle = \text{trace } (AQ) = \text{trace } (AQ^T) = \langle I, QI_0 \rangle \) for all \( Q \in SO(3) \).

Remark. In the second term of \( \tilde{X}_2 \) and \( f \) we can replace \( I_0 \) by \( I \). Indeed, the difference is of higher order, so the use of \( I_0 \) is sufficient for subsequent applications.

To prove 7.3, we shall show that \( \tilde{X}_2 \) is a gradient field on \( SO(3) \) which, by the remarks following 7.2., is sufficient.

We proceed in two parts. Let us first show that \( X_2(Q) \) is the gradient of \( \langle I, Q^T I_0 \rangle \) on all of \( SO(3) \).

7.4. Lemma. Let \( I \in \mathbb{L}_e \) and \( A = k(I) \). Let the vector field \( X_A \) on \( SO(3) \) be defined by \( X_A(Q) = \text{skew}(QA) \cdot Q \) as above and let the map \( \tilde{I} \) of \( SO(3) \) to \( \mathbb{R} \) be defined by \( \tilde{I}(Q) = \langle I, Q^T I_0 \rangle \). Then \( X_A = -\grad \tilde{I} \).

Proof. Two simple, but useful observations are that if \( E, W \in M_3 \), with \( W \in \text{skew} \), then

\[
\langle E, W \rangle = \langle \text{skew } E, W \rangle,
\]

and if \( E \in M_3 \), \( I \in \mathbb{L} \) and \( \phi \in C \), then

\[
\langle I, E \phi \rangle = \langle E, k(I, \phi) \rangle.
\]

To prove 7.4, we compute as follows:

\[
\begin{align*}
\tilde{I}(Q) \cdot (WQ) &= \langle I, (WQ)^T I_0 \rangle \\
&= \langle (WQ)^T, k(I, I_0) \rangle \quad \text{by (2)} \\
&= \langle (WQ)^T, A \rangle = \langle W^T, QA \rangle \\
&= -\langle W, \text{skew } (QA) \rangle \quad \text{by (1)} \\
&= -\langle WQ, \text{skew } (QA) \cdot Q \rangle = -\langle WQ, X_A(Q) \rangle.
\end{align*}
\]
This result takes care of the first term of \( \tilde{X}_2 \). To deal with the second term, we need a special case of Betti’s reciprocity theorem:

7.5. Lemma. \( \langle Ql_0, u_{WQ} \rangle = \langle (WQ) l_0, u_0 \rangle \) for \( Ql_0 \) and \( (WQ) l_0 \in \text{Sym} \).

This is a direct consequence of the symmetry of \( D\Phi(I_0) \), i.e., of the elasticity tensor. It is also proved in standard references; for example, see Truesdell & Noll [1965]; p. 325.

To prove 7.3., we shall also need to calculate the second derivative of the skew component of \( \Phi \); i.e., of \( \mathcal{F}(\phi) = \text{Skew} [k(\Phi(\phi))] \). Surprisingly, this second derivative depends only on the classical elasticity tensor \( c \). Recall from §2 that we regard \( c \) as a linear map of sym to itself and that we write \( e = \frac{1}{2} (\nabla u + (\nabla u)^T) \).

7.6. Lemma. Let \( \mathcal{F}: \mathcal{C} \rightarrow \text{skew} \) be defined by \( \mathcal{F}(\phi) = \text{Skew} [k(\Phi(\phi))] \). Then \( \mathcal{F}(I_0) = 0 \), \( D\mathcal{F}(I_0) = 0 \) and

\[
D^2 \mathcal{F}(I_0)(u, u) = 2 \text{Skew} \left( \int \nabla u \cdot e \, dV \right) = -2 \text{Skew} k(I_0, u)
\]

where \( I_0 = (b_0, \tau_0) \), \( b_0 = -\text{DIV} (c(e)) \) and \( \tau_0 = c(e) \cdot N \). If we identify skew with \( \mathbb{R}^3 \), this becomes

\[
-D^3 \mathcal{F}(I_0)(u, u) = \int b_0 \cdot u \, dV + \int \tau_0 \cdot u \, dA.
\]

Proof. By Lemma 4.2., \( \mathcal{F}(\phi) = \text{Skew} \left[ \int \frac{P}{2} \, dV \right] \) where \( P \) is the first Piola-Kirchhoff stress tensor. We have \( P(I_0) = 0 \), so \( \mathcal{F}(I_0) = 0 \). Also, \( D\mathcal{F}(I_0) \cdot u = \text{Skew} \int \frac{\partial P}{\partial \phi} \cdot \nabla u \, dV = \text{Skew} \int c \cdot e \, dV = 0 \), since \( c \cdot e \) is symmetric and since \( P = SFS \). To compute \( D^2 \mathcal{F} \), we shall need to use the fact that \( S \) is symmetric. Write \( P = FS \) and use the product rule to obtain \( D_P P(F) \cdot \nabla u = \nabla u \cdot S(F) + FD_P S(F) \cdot \nabla u \). Thus, as \( S(I_0) = 0 \),

\[
D^2 P(I_0) \cdot (\nabla u, \nabla v) = \nabla u \cdot D_P S(I_0) \cdot \nabla v + \nabla v \cdot D_P S(I_0) \cdot \nabla u + D^2 S(I_0) \cdot (\nabla u, \nabla v)
\]

Now \( D_P S(I_0) \cdot \nabla u = D_F S(I_0) = c \cdot e \) and \( D^2 S(I_0) \) is symmetric, so

\[
D^2 \mathcal{F}(I_0)(u, u) = \text{Skew} \left( \int D^2 P(I_0) \cdot (\nabla u, \nabla u) \, dV \right) = 2 \text{Skew} \left( \int \nabla u \cdot e \, dV \right).
\]

Finally, this equals

\[
-2 \text{Skew} \left[ \int b_0 \otimes u \, dV + \int \tau_0 \otimes u \, dA \right]
\]

by the divergence theorem, so the last statement follows. \( \blacksquare \)

7.7. Example. For a homogeneous isotropic material,

\[
c(e) = \lambda (\text{trace} \, e) I + 2\mu e
\]

where \( e = \frac{1}{2} (\nabla u + (\nabla u)^T) \) and \( \lambda, \mu \) are the Lamé moduli. Thus

\[
D^2 \mathcal{F}(I_0)(u, u) = 2 \text{Skew} \left( \int \{ \lambda \nabla u \cdot [\text{trace} \, (\nabla u)] I + 2\mu \nabla u \cdot e \} \, dV \right) = 2 \text{Skew} \int \{ \lambda [\text{trace} \, (\nabla u)] \nabla u + \mu \nabla u \cdot \nabla u \} \, dV.
\]

Let us next see what 7.6 says about the quadratic term \( G \) in the Taylor expansion of \( F \). For \( \phi \in \mathcal{C}_{\text{sym}} \) we have the identity

\[
\mathcal{F}(\phi) = F P \Phi(\phi)
\]

where \( P : \mathcal{L} \rightarrow \mathcal{L} \) is the projection and \( F \) is the mapping given by 4.3. Thus, because \( D\mathcal{F} \) and \( DF \) are zero at \( I_0 \) and 0, respectively, and \( P \) \( D\Phi(I_0) = D\Phi(I_0) \cdot v \), we get

\[
D^2 \mathcal{F}(I_0)(u, v) = D^2 F(0) (D\Phi(I_0) \cdot u, D\Phi(I_0) \cdot v).
\]

Let \( u_1 = D\Phi(I_0)^{-1} I \). Then for \( I \in \mathcal{L} \), we have the identity

\[
G(I) = D^2 \mathcal{F}(I_0)(u_1, u_1),
\]

i.e.,

\[
-\frac{1}{2} G(I) = 2 \text{Skew} \left[ \int b_0 \otimes u_1 \, dV + \int \tau_0 \otimes u_1 \, dA \right] = 2 \text{Skew} k(b, \tau, u_1)
\]

where \( b = -\text{DIV} (c \cdot e_1) \), \( \tau = c(e_1) \cdot N \) and \( e_1 = \frac{1}{2} (\nabla u_1 + (\nabla u_1)^T) \).

However, these last equations say exactly that \( (b, \tau) = I \), and so we get

\[
-\frac{1}{2} G(I) = \text{Skew} k(b, \tau, u_1).
\]

Completion of the proof of 7.3. The derivative of \( Q \mapsto \langle I_0, \frac{1}{2} \lambda Q^T u_0 \rangle \) in the direction \( WQ \) is given by \( \lambda \) times

\[
\langle I_0, \frac{1}{2} (WQ)^T u_0 \rangle + \langle I_0, \frac{1}{2} Q^T u_W \rangle = \langle I_0, (WQ)^T u_0 \rangle \quad \text{(by Betti reciprocity, 7.5)}
\]

\[
= -\langle Ql_0, Wu_0 \rangle
\]

\[
= -\langle W, k(Qu_0, u_0) \rangle \quad \text{by (2)}
\]
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Write the two terms of \( f \) as

\[
f(Q) = f(x, y) = (b_0 + b_1 x + b_2 y) + \frac{1}{2} \lambda (a_1 x^2 + a_2 xy + a_3 y^2 + a_4 x + a_5 y + a_6),
\]

which defines the numerical constants \( b_0, b_1, b_2 \) and \( a_1, \ldots, a_6 \). Next, define new parameters \( \alpha_1, \ldots, \alpha_6 \) by writing

\[
f^*(x, y) = \frac{2}{\lambda} f(x, y)
\]

and letting

\[
f^*(x, y) = \alpha_1 x^2 + \alpha_2 xy + \alpha_3 y^2 + \alpha_4 x + \alpha_5 y + \alpha_6.
\]

Note that \( \alpha_1, \ldots, \alpha_6 \) depend on our parameters \( \lambda, I \) as well as on the elastic moduli of the material. Thus,

\[
\begin{align*}
\alpha_1 &= a_1, & \alpha_2 &= a_2, & \alpha_3 &= a_3, \\
\alpha_4 &= \frac{2}{\lambda} b_1 + a_4, & \alpha_5 &= \frac{2}{\lambda} b_2 + a_5, & \alpha_6 &= \frac{2}{\lambda} b_0 + a_6.
\end{align*}
\]

Replacing \( I_0 \) by \( Q I_0 \), where \( Q \) is as in (2), effects a rotation of the \( x \)-\( y \) plane. Thus, by rotating \( I_0 \) if necessary, we can assume \( \alpha_2 = 0 \).

Let us fix \( \alpha_1, \alpha_3 \) and consider the bifurcations of zeros of \( \frac{df^*}{d\theta} = 2(\alpha_3 - \alpha_1) xy - \alpha_1 x - \alpha_3 y \) on \( S^1 \) (i.e., of critical points of \( f^* \) on \( S^1 \)) with \( \alpha_4 \) and \( \alpha_5 \) as parameters.

Set \( M = \{(\alpha_4, \alpha_5, 0) \in R^2 \times S^1 | \frac{df^*}{d\theta}(\alpha_4, \alpha_5, 0) = 0\} \), the manifold of critical points of \( f^* \). Indeed, \( M \) is a manifold and can be parametrized by \( g: R \times S^1 \to M, \quad (\mu, 0) = (-2(\alpha_1 + \mu) \cos \theta, -2(\alpha_3 + \mu) \sin \theta, 0) \). Denote by \( \pi: R^2 \times S^1 \to R^2 \) projection onto the first factor.

1. Lemma. Set

\[
A = [2(\alpha_1 - \alpha_3)^2 - \alpha_4^2 - \alpha_5^2] - 108 \alpha_2 \alpha_5 \alpha_3 (\alpha_1 - \alpha_3)^2.
\]

If \( \chi_\alpha - \alpha_3 \neq 0 \), then \( \pi: M \to R^2 \) is a proper stable map in \( (\alpha_4, \alpha_5) \)-space, and its set of critical values is the astroid defined by \( A = 0 \) (see Figure 4 below).

Since the number of points in \( \pi^{-1}(\alpha) \) (i.e., the zeros of \( \frac{df^*}{d\theta} \)) at \( \alpha = (\alpha_4, \alpha_5) \), is a constant over \( A < 0 \) or \( A > 0 \), we obtain

1. Corollary. \( \frac{df^*}{d\theta} \) has 4 zeros if \( A > 0 \), and has 2 zeros if \( A < 0 \).

Proof of Lemma 8.1. The critical set \( \Sigma \) of \( \pi \times g: R \times S^1 \to R^2 \) is \( \{(\mu, 0) \in R \times S^1 | \alpha_1 \sin^2 \theta + \alpha_3 \cos^2 \theta + \mu = 0\} \). Thus, the set of critical values of \( \pi \) can be
parametrized as \[ \alpha_4 = -2(\alpha_1 - \alpha_3) \cos^3 \theta, \]
\[ \alpha_5 = 2(\alpha_1 - \alpha_3) \sin^3 \theta. \]

Since \( \Sigma \) consists of 4 cusp points and 4 fold lines and since \( \pi \circ \theta \mid \Sigma \) is a result of WHITNEY (see MATHER [1969] or GOLUBITSKY & GUILLÉMIN [1973]: implies that \( \pi \circ \theta \) is a stable map.

Eliminating \( \theta \) produces the bifurcation set
\[ (2(\alpha_1 - \alpha_3))^3 = \alpha_1^3 + \alpha_3^3. \]

For \( \alpha_1 - \alpha_3 = 0 \), (8) describes the astroid shown in Figure 4.

Next, observe that for real numbers \( A, B, C \),
\[ A + B + C = 0 \]
by virtue of the identity \( A^3 + B^3 + C^3 - 3ABC = (A + B + C)(A^2 + B^2 + C^2 - AB - BC - CA) \). Applying (10) to (9) shows that (9) is equivalent to
\[ \alpha_1^2 + \alpha_3^2 - 2(\alpha_1 - \alpha_3)^2 = -3\alpha_1^2\alpha_3^2(2(\alpha_1 - \alpha_3))^3. \]
Cubing both sides gives the stated conclusion. ■

The family \( \frac{d\tau}{d\theta} \) of functions on \( S^1 \) with parameters \( \alpha_4, \alpha_5 \) enjoys a universal property. Consider a perturbed family \( \frac{d\tau}{d\theta} + g(\lambda, p, 0) \), with \( g(0, 0, 0) = 0 \)
for \( (\lambda, p) \in \mathbb{R} \times \mathbb{R}^m \). To each \( (\lambda, p) \), denote by \( M_{\lambda, p} = \{(\alpha_4, \alpha_5, 0) \mid \frac{d\tau}{d\theta} + g(\lambda, p, 0) \} \) the “manifold” of zeros.

8.3. Lemma. For \( (\lambda, p) \) sufficiently small, the sets \( M_{\lambda, p} \) are manifolds and there exists two smooth families of diffeomorphisms \( \psi_{\lambda, p} : \mathbb{R}^2 \to \mathbb{R}^2 \) and \( \psi_{\lambda, 0} : \mathbb{R}^2 \to M \) defined for \( \lambda, p \) sufficiently small, such that \( \pi \circ \psi_{\lambda, p} = \psi_{\lambda, p} \circ \pi \), and \( \psi_{\lambda, 0} = 0 \) identity, \( \psi_{\lambda, 0} = 0 \) identity.

Symmetry and Bifurcation in Elasticity

For \( \lambda, p \) sufficiently small, the map \( \psi_{\lambda, p} : \mathbb{R}^2 \times S^1 \to \mathbb{R}^2 \) with \( \varphi_{\lambda, p}(\mu, \upsilon) = \frac{1}{2}(\alpha_1 + \mu) \cos \theta + \sin \theta \frac{d\varphi}{d\theta} - \frac{1}{2}(\alpha_3 + \mu) \sin \theta - \cos \theta \frac{d\varphi}{d\theta} \) defines a parametrization of \( M_{\lambda, p} \). By Lemma 8.1, \( \pi \circ \varphi_{\lambda, p} : \mathbb{R}^2 \times S^1 \to \mathbb{R}^2 \) is an unfolding of the proper stable map \( \pi \circ \theta \). Thus, one can find diffeomorphisms \( \psi_{\lambda, p} : \mathbb{R}^2 \times S^1 \to \mathbb{R}^2 \) and \( \mathbb{R}^2 \) respectively such that \( \psi_{\lambda, p} \circ (\pi \circ \theta_{\lambda, p}) = (\pi \circ \theta) \circ \psi_{\lambda, p} \). This lemma follows by letting \( \psi_{\lambda, p} = \theta \circ \psi_{\lambda, p} \circ (\pi \circ \theta_{\lambda, p}) \).

Now we are ready to state our main result on the number of solutions near folds of type 1. Let \( I = I(p) \) depend smoothly on a parameter \( p \) in \( \mathbb{R}^m \), with \( I(0) = I_0 \). Recall that \( \Delta \) is defined by (7), \( a_1, a_2 \) and \( a_3 \) by (4).

Theorem 4. Let \( I_0 \) be a load of type 1 with \( k(I_0) = (a, -a, c), 0 + a^2 + c^2, \)
\( a_1 = 0, \) and \( a_2 = a_3 \). Then there exists a (smooth) function \( \Delta(\lambda, p), \Delta(\lambda, 0) = \Delta(\lambda, a_1, a_2) + O(\lambda) \) defined for \( (\lambda, p) \) sufficiently small and \( \lambda > 0 \) such that the reaction problem has:

- four solutions for the load \( \lambda(\mu) \) if \( \Delta(\lambda, p) < 0 \) (two of them near \( C_{A_0} \)),
- six solutions for the load \( \lambda(\mu) \) if \( \Delta(\lambda, p) > 0 \) (four of them near \( C_{A_0} \)).

Proof. Finding zeros of \( \tilde{X} \) (cf. § 7) on \( C_{A_0} \) is the same as finding zeros of
\[ (\tilde{\tau}, \frac{d\tau}{d\theta}) = (\tilde{\tau}, \frac{d\tau}{d\theta}) + \frac{1}{2} \lambda g(\lambda(\mu), 0) = \frac{df}{d\theta} + \frac{1}{2} \lambda g + \frac{df}{d\theta} \]
where \( g(0, 0, 0) = 0 \). Let \( \psi_{\lambda, p} \) be the family of diffeomorphisms found in Lemma

- Take \( \psi(\lambda, p) = \Delta \circ \psi_{\lambda, p} \circ k_\lambda \), where \( k_\lambda(p) = \left( \frac{2b_1 I(p)}{\lambda} + a_4 + \frac{2b_2 I(p)}{\lambda} + a_5 \right) \),
which has the desired property. ■

Next, we wish to determine the “generic” structure of the bifurcation set \( \mathcal{X} = \{ \theta = 0 \} \) in \( (\lambda, p) \) space, \( \lambda > 0 \).

If \( m = 0 \) and \( \Delta(\alpha_4, \alpha_5) = \Delta(a_4, a_5) = 0 \), then it is clear that \( \mathcal{X} = 0 \).

Indeed, our traction problem has two solutions near \( C_{A_0} \) if \( \Delta(\alpha_4, \alpha_5) < 0 \), and
four solutions near \( C_{A_0} \) if \( \Delta(\alpha_4, \alpha_5) > 0 \).

For \( m = 1 \), consider \( k_1 : \mathbb{R} \to \mathbb{R}^2 \). This represents a line assumed to intersect the astroid transversely if they meet. Notice that \( \mathcal{X} = \{ \pi \mid (\lambda, p) \in \mathcal{X} \} \) is the inverse image of the astroid (defined by equation (9)), under the map \( \tilde{h}_1 : p \mapsto \psi_{\lambda, \mu} \circ k_\lambda(p) \).
Recall that \( I(\mu) = \lambda(p) + O(\lambda^2) \), and consider the map
\[ \tilde{h}_1 : p \mapsto \psi_{\lambda, \mu} \circ k_\lambda(p) + O(\lambda). \]

Since the astroid is bounded and \( \psi_{\lambda, \mu} \) is close to the identity, there exists an interval \((-M, M)\) such that \( \mathcal{X}_\lambda = \{ \pi \mid \lambda \in \mathcal{X}_\lambda \} \subset (-M, M) \) for \( \lambda > 0 \) and for \( \lambda p \) sufficiently small. Applying the isometry theorem for transversal maps (see e.g., HIRSCH [1976]) to the family \( \tilde{h}_1 \), through \( \tilde{h}_0 = k_1 \), we conclude that the bifurcation set \( \mathcal{X} \) consists in 0, 2, or 4 curves with slopes given by the inverse image under \( k_1 \) of the astroid (see Figures 5, 6). Thus, for example, by choosing \( p = 0 \) sufficiently small, and letting \( \lambda \to 0 \) (consider the load \( \lambda(p) \)), one can pass from
parameter region where there are two solutions near the circle (four in all) to one where there are four near the circle (six in all) and back again to the two-solution region (see Figure 5). Such a situation is not dealt with in the analysis of STOFFELI [1958].

For \( m \geq 2 \), let us suppose that the affine map: \( k_1: \mathbb{R}^m \to \mathbb{R}^2 \) is surjective

Without loss of generality, we may also assume that \( b_1(p) = p_1 \) and \( b_2(p) = p_2, \) where \( p = (p_1, p_2, z). \) Notice that \( \mathcal{X}_{\lambda, z} = \{(p_1, p_2) | (\lambda, p_1, p_2, z) \in \mathcal{X}_N \} \) is the inverse image of the astroid under the map \( h_{\lambda, z}: (p_1, p_2) \mapsto (p_2, p_1, p_2, \lambda z). \) and consider the map

\[
\tilde{h}_{\lambda, z}: (p_1, p_2) \mapsto (2p_1 + a_4, 2p_2 + a_3).
\]

As before, \( \mathcal{X}_{\lambda + z} = \{(p_1, p_2) | (\lambda p_1, \lambda p_2) \in \mathcal{X}_{\lambda, z} \} \) is bounded uniformly for \( \lambda > 0 \) and \( \lambda p \) sufficiently small. Applying the isotopy theorem for transversal maps to the family \( \tilde{h}_{\lambda, z} \) through \( \tilde{h}_{0,0} = k_1 \) we conclude that the bifurcation set is a cylinder-like set along the \( z \)-axis with base a cone over the astroid in \( p_1, p_2, z \) space. The first order approximation of this cone is given by the cone over the astroid in the plane \( \lambda = 1, \) centered at \((1/2\, a_4, -1/2\, a_3)\) with "size" \( 4 \left| a_1 - a_2 \right| \) (see Figure 7).

Next we discuss the stability of the solutions corresponding to loads near a load of type 0. This can be determined by combining our stability results for loads of type 0 (Theorem 5.5) together with well-known stability results for the cusp. We make the same assumptions as those in Theorem 8.4.

### Table 3

<table>
<thead>
<tr>
<th>( \tilde{A} ) Values of ( \tilde{A} )</th>
<th>( \tilde{A} = 0 )</th>
<th>( \tilde{A} &gt; 0 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \tilde{A} = 0 )</td>
<td>( \tilde{A}^0 )</td>
<td>( \tilde{A}^0 )</td>
</tr>
<tr>
<td>( \tilde{A} &gt; 0 )</td>
<td>( \tilde{A}^* )</td>
<td>( \tilde{A}^* )</td>
</tr>
</tbody>
</table>

(Recall that stable solutions have index \( = 0 \).) In each case the circle represents \( C_{\lambda, z} \) defined by equation (2).
Note that stable solutions bifurcate off the circle when \( c > |a| \). In all other cases the solutions near the circle are unstable.

8.4. Example. Let \( B \subset \mathbb{R}^3 \) be a region with unit volume and let the load be given by \( l_0 = (0, r_0) \) where

\[
\tau_0 = \begin{pmatrix} a & 0 & 0 \\ 0 & -a & 0 \\ 0 & 0 & -c \end{pmatrix} N, \quad 0 \neq a^2 + c^2,
\]

where \( N \) is the unit outward normal on \( \partial B \). Consider a homogeneous isotropic hyperelastic material whose linearized elasticity tensor \( c \) has Lamé moduli \( \lambda, \mu \) (see Example 7.7) and is stable and strongly elliptic; i.e., \( \mu > 0 \), \( 2\mu + 3\lambda > 0 \). Thus, \( k(l_0) = \begin{pmatrix} a & 0 & 0 \\ 0 & -a & 0 \\ 0 & 0 & -c \end{pmatrix} \) by the divergence theorem, and so \( l_0 \) is a load of type 1. It is easy to check that

\[
u_0(x) = c^{-1} \begin{pmatrix} a & 0 & 0 \\ 0 & -a & 0 \\ 0 & 0 & -c \end{pmatrix} X = c^{-1} \begin{pmatrix} ax & ay & 0 \\ ay & -ax & 0 \\ 0 & 0 & -c \end{pmatrix} X,
\]

for

\[
Q = \begin{pmatrix} x & y & 0 \\ y & x & 0 \\ 0 & 0 & 1 \end{pmatrix},
\]

\( x^2 + y^2 = 1 \), where \( c^{-1}(F) = \frac{F}{2\mu} - \text{trace}(F) \frac{\lambda I}{2\mu(2\mu + 3\lambda)} \). Hence,

\[
\langle l_0, Q^T \nu_0 \rangle = \int \langle \nabla \nu_0, c(\nabla \nu_0) \rangle \, dV \quad \text{(by (3))}
\]

\[
= \langle c^{-1}Q \begin{pmatrix} a & 0 & 0 \\ 0 & -a & 0 \\ 0 & 0 & -c \end{pmatrix} \begin{pmatrix} a & 0 & 0 \\ 0 & -a & 0 \\ 0 & 0 & -c \end{pmatrix} \rangle
\]

\[
= \langle Q \begin{pmatrix} a & 0 & 0 \\ 0 & -a & 0 \\ 0 & 0 & -c \end{pmatrix} \rangle + \frac{c\lambda I}{2\mu(2\mu + 3\lambda)} \begin{pmatrix} a & 0 & 0 \\ 0 & -a & 0 \\ 0 & 0 & -c \end{pmatrix}
\]

\[
= \frac{2a^2 + c^2}{2\mu} - \frac{\lambda c^2}{2\mu(2\mu + 3\lambda)}.
\]

8.5. Example. Consider the same traction problem as above, but with a homogeneous anisotropic hyperelastic material whose linearized elasticity tensor is given by \( c(e) = e - \frac{1}{2} \text{diag} \, e \). In this case,

\[
u_0(X) = c^{-1} \begin{pmatrix} a & 0 & 0 \\ 0 & -a & 0 \\ 0 & 0 & -c \end{pmatrix} X, \quad Q = \begin{pmatrix} x & -y & 0 \\ y & x & 0 \\ 0 & 0 & 1 \end{pmatrix}
\]

where \( c^{-1}(F) = F + \text{diag} \, F \). Then

\[
\langle l_0, Q^T \nu_0 \rangle = \int \langle \nabla \nu_0, c(\nabla \nu_0) \rangle \, dV
\]

\[
= \langle \begin{pmatrix} 2ax & ay & 0 \\ ay & -2ax & 0 \\ 0 & 0 & -c \end{pmatrix}, \begin{pmatrix} ax & ay & 0 \\ ay & -ax & 0 \\ 0 & 0 & -c \end{pmatrix} \rangle
\]

\[
= 4a^2 x^2 + 2a^2 y^2 + 2c^2.
\]

Hence, \( \Delta = 8a^2 > 0 \), and so our traction problem for \( \lambda I \) has six solutions (four near \( C_{\alpha_0} \)), with stability determined by Table 3.

Next we shall discuss how to obtain the results of STOPPELLI [1958] as a special case of our analysis. We refer the reader to the statements of STOPPELLI’s results by GROIIL [1962, p. 58]. In this approach one focuses attention on bifurcations that occur on the circle by examining what happens near a particular location on the circle and \( l = l_0 \). We can assume that this point is \((1, 0) \), i.e., that \( \theta = 0 \), with no loss of generality.

First of all, if \( \alpha_2 + \alpha_5 \neq 0 \), then \((1, 0) \) is not a critical point of \( f^* \), so there are no solutions near \((1, 0) \). We may assume then that \( \alpha_2 + \alpha_5 = 0 \), in which case the Taylor expansion of \( f^* \) about \( \theta = 0 \) becomes

\[
f^*(\theta) = (\alpha_1 + \alpha_6) + (\alpha_1 + \alpha_3 - \frac{\alpha_4}{2}) \theta^2 - \frac{\alpha_5}{2} \theta^3
\]

\[
+ \frac{1}{3} \left( \alpha_1 - \alpha_3 + \frac{\alpha_4}{2} \right) \theta^4 + \text{(higher order terms)}.
\]

For critical points, we are seeking zeros of

\[
\frac{df^*}{d\theta} = 2 \left( -\alpha_1 + \alpha_3 - \frac{\alpha_4}{2} \right) \theta - \frac{3}{2} \alpha_1 \theta^2 + \frac{4}{3} \left( \alpha_1 - \alpha_3 + \frac{\alpha_4}{2} \right) \theta^3 + O(\theta^4).
\]
Case 1. If \(-\alpha_1 + \alpha_3 - \frac{\Delta}{2} \neq 0\), then \(\frac{df^*}{d\theta} = 2 \left(-\alpha_1 + \alpha_3 - \frac{\Delta}{2}\right) \theta^0 + O(\theta^1)\) and so there is just one solution. This is Theorem F on p. 58 of GROILI [1962].

Case 2. If \(-\alpha_1 + \alpha_3 - \frac{\Delta}{2} = 0\) and \(\alpha_2 \neq 0\), then \(\frac{df^*}{d\theta} = -\frac{3}{2} \alpha_2 \theta^0 + O(\theta^1)\) and so there are 0, 1 or 2 solutions (fold point). This is Theorem G on p. 58 of GROILI [1962].

Case 3. If \(-\alpha_1 + \alpha_3 - \frac{\Delta}{2} = 0\), \(\alpha_2 = 0\) but \(\alpha_1 - \alpha_3 + \frac{\Delta}{8} \neq 0\) then
\[
\frac{df^*}{d\theta} = \frac{4}{3} \left(\alpha_1 - \alpha_3 + \frac{\Delta}{8}\right) \theta^3 + O(\theta^4),
\]
so there are 1, 2 or 3 solutions (cusp point). This is Theorem H on p. 58 of GROILI [1962].

Furthermore, if we express our constants \(\alpha_j (= a_j)\) in terms of the elasticity tensor \(e\) and solutions of the linearized problem using (3) above, we find the same conditions for these three cases as is given on p. 57 of GROILI [1962].

Thus we recover the results of STOPPELLI on loads of type I. As was explained in the Introduction, however, his analysis is only local on the circle and does not give the full story of the bifurcation picture, even in this case. The complete bifurcation analysis, including stability, is summarized by our Figure 7 and Table 3.
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