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Introduction.

These notes cover several interrelated topics in the dynamics of general relativity. The main thrust is to present informally the Hamiltonian approach of Dirac [1, 2] and of Arnowitt, Deser and Misner [3] in a new way and to investigate the results which can be obtained from this approach. We write the evolution equations in the compact Hamiltonian form

$$\frac{\partial}{\partial t} (g) = J^\circ (D\phi (g, \pi))(N, X),$$

where

$$J = \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix},$$

$$N = \text{lapse function}, \ X = \text{shift vector field}, \ g = 3\text{-metric on a spacelike hypersurface}, \ \pi = \text{conjugate momentum} \ \text{and} \ \phi (g, \pi) = (\mathcal{H}(g, \pi), \mathcal{F}(g, \pi)) = 0 \ \text{are the constraint equations. This form of the equations is useful in understanding the Hamiltonian structure of the evolution equations, their relationship to the linearized constraint equations, recent splittings of Moncrief [4] and the space of true gravitational degrees of freedom.}$

Consideration of the map $D\phi (g, \pi)^\circ$, the $L^r$-adjoint of the derivative of $\phi$ at $(g, \pi)$, first arose in the authors’ investigations of linearization stability of Einstein’s equations [5, 6], i.e. in the validity of first-order perturbation analysis. This and Moncrief’s beautiful contributions [4, 7] are presented in sect. 5 and 6.

The presence of the matrix $J$ in the equations and indeed their Hamiltonian
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nature suggests that the machinery of symplectic geometry be used. We show how the various splittings (e.g., Deser's [8] transverse-traceless decomposition and Moncrief's generalization [4]) can all be obtained by using a universal construction on symplectic geometry, and how this construction gives insight into the space of gravitational degrees of freedom (see [9-14]).

This paper is a preliminary version of a more extensive work in preparation. We thank Prof. J. Ehlers for the invitation and opportunity to present a more current version of our work than is presently available, and for his many penetrating comments. Some of the material here was also presented at the Département de Mécanique, Université de Paris, in May and June 1975. We thank Prof. Y. Choquet-Bruhat for her arrangements and many helpful comments, and J. M. Arms whose lecture notes and comments were of great assistance.

We also acknowledge the valuable comments of P. D'Eath, G. Gibbons, S. Hawking, K. Kuchař, V. Moncrief, R. Sachs, A. Taub and A. Weinstein, and the hospitality of Cambridge University for support during part of the preparation of this work.

1. Sobolev spaces and decomposition theorems.

We shall take the general point of view of considering geometric objects such as the Ricci tensor $\text{Ric}(g)$ of a Riemannian metric $g$ as functions defined on the space of all Riemannian metrics $\mathcal{M}$. Variational derivatives of these objects can be computed by using differential calculus on these function spaces.

Thus, before beginning geometrodynamics, it is useful to recall the basic function spaces and some of their key properties, which we shall need.

Let $\Omega$ be an open bounded region of $\mathbb{R}^n$ with smooth boundary. For any $C^\infty$ function $f$ from $\mathbb{R}^n$ to $\mathbb{R}^m$, we define the $W^{\alpha,p}(\Omega, \mathbb{R}^m)$ norm of $f$ to be

$$\|f\|_{W^{\alpha,p}(\Omega)} = \sum_{\alpha \leq \alpha < \beta} \|D^\alpha f\|_{L^p(\Omega)}^p,$$

where $D^\alpha$ is the total derivative of $f$ of order $\alpha$ and $\|\cdot\|_{L^p(\Omega)}$ denotes the usual $L_p$ norm on $\Omega$:

$$\|g\|_{L^p(\Omega)} = \left( \int_{\Omega} |g(x)|^p \, dx \right)^{1/p}.$$

By definition, $W^{\alpha,p}(\Omega, \mathbb{R}^m)$ is the completion of $C^\infty(\Omega, \mathbb{R}^m)$ (= restrictions of $C^\infty$ functions on $\mathbb{R}^n$ to $\Omega$) with respect to this norm.

Note:

1) We consider $f \in C^\infty$ on $\mathbb{R}^n$ rather than just on $\Omega$ because we wish to have differentiability on the boundary.
2) We shall shorten $W^{s,p}(\Omega, \mathbb{R}^n)$ and similar expressions to $W^{s,p}$ when there is little chance of confusion.

For a compact manifold $M$ with no boundary and a vector bundle $E$ over $M$, $W^{s,p}(E)$ shall denote the space of all sections of $E$ that are of class $W^{s,p}$ in some (and hence every) covering of $M$ by charts. For real-valued functions we shall just write $W^{s,p}$, but for other tensor bundles we shall make up special notations for $W^{s,p}(E)$ (see below).

In case $p = 2$ the spaces $W^{s,p}$ are denoted $H^s$. In this case, and only in this case, do we get Hilbert spaces.

The spaces $H^s$ (not $W^{s,p}$ in general) are the basic spaces for existence theory for nonlinear hyperbolic equations. As we shall see, general relativity has equations of this type. For elliptic equations it is useful to allow $p$ to be general.

The Sobolev spaces have the following properties (see, for example, [15, 16] or [17] for proofs):

1) **Sobolev embedding:** If $s > n/p + k$, where $n$ is the dimension of $M$, then the inclusion of $W^{s,p}$ into $C^k$ is a continuous, and in fact compact, embedding. The latter fact is called Rellich's theorem; this theorem also tells us that $W^{s,p}$ is compactly included in $W^{s',p}$ if $s > s'$.

2) **Multiplication:** If $s > n/p$ and $0 < \alpha < s$, then any pointwise bilinear map $\cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \·
$D$ has an $L$-adjoint $D^*$ defined by the equation

$$(Df, g)_\mu = (f, D^*g)_\mu,$$

that is,

$$\int_M (Df, g) \mu = \int_M (f, D^*g) \mu,$$

where $\mu$ is some preferred volume element such as that associated with a metric $\mu(g) = \sqrt{\det(g_{ij})} \, dx^1 \wedge \cdots \wedge dx^n$, and $\langle \cdot, \cdot \rangle$ is an inner product on the fibers. This structure is not needed if one uses spaces of tensor densities, e.g., if $D$ maps vector fields to 2-covariant densities, $D^*$ would map 2-contravariant tensor fields to 1-form densities. These adjoints are called natural adjoints and will be discussed later.

In practice, one computes $D^*$ by integration by parts, and in fact this leads to the proof that $D^*$ exists and yields a local formula for it [15].

**Definitions.** An operator is elliptic if it has injective (principal) symbol. For each $x$ in $M$ and for each $\xi \in T^*_x M = \text{fiber of the cotangent bundle}$, the symbol $\sigma_{\xi}(D)$ is a linear map from the fiber $E_x$ to the fiber $F_x$. In the expression of $D$ in charts, $\sigma_{\xi}(D)$ is obtained by substituting the components of $\xi \in T^*_x M$ for the corresponding partial derivatives in the terms involving the highest-order derivatives. Thus for each co-ordinate on $F_x$, $\sigma_{\xi}(x)$ is a homogeneous $k$-th degree polynomial in the components of $\xi$. For example, the symbol of the ordinary Laplacian $\nabla^2 = \sum_{i=1}^n (\partial^2/\partial x_i^2)$ is $\sigma_{\xi}(\nabla^2) = \xi^2$.

For elliptic operators we have an important splitting theorem.

**Fredholm alternative theorem.** If either $D$ or $D^*$ is elliptic, then $W^{\cdot, r}(F) = \text{range } D \oplus \ker D^*$, where the sum is an $L_2$ orthogonal direct sum.

The proof of the Fredholm alternative uses the elliptic estimate

$$\|u\|_{W^{s+q,r}} < C(\|Du\|_{W^{s,q}} + \|u\|_{L^2}),$$

where $1 < q < \infty$, and Rellich's theorem ($W^{s,r}$ is compactly included in $W^{s',r'}$ for $s > s'$), to show that an elliptic operator has a finite-dimensional kernel and a closed range. The $L_2$ case, where $s = 0$ and $p = 2$, then follows immediately from the defining equation for $D^*$; the $L_2$ orthogonal complement for range $D$ is $\ker D^*$, because

$$0 = (Df, g)_\mu = (f, D^*g)_\mu \quad \text{for all } f \in W^{\cdot, r}(E) \text{ if and only if } D^*g = 0.$$

A regularity argument extends the result from $L_2$ to $W^{s,p}$; see, for instance,[18] for proofs and [19] for extensions.
Applications of the Sobolev space properties.

1) Suppose \( M \) is a compact manifold with no boundary. Let \( S^n_{-p} \) be the set of symmetric covariant two-tensors of class \( W^{n,p} \) and \( \mathcal{M}^{n,p} \) be the subset of Riemannian metrics, i.e. the positive definite symmetric tensors of class \( W^{n,p} \). We choose \( s > n/p \) so that, by the Sobolev embedding, \( W^{n,p} \subset C^s \) and the set of Riemannian metrics is open in \( S^n_{-p} \). Thus the fiber of the tangent bundle to \( \mathcal{M}^{n,p} \) will be the linear space \( S^n_{-p} \).

Consider the maps

\[
\text{Ric}: \mathcal{M}^{n,p} \rightarrow S^n_{-2-p}; \ g \mapsto \text{Ric}(g),
\]

the Ricci tensor formed from \( g \) (in tensor notation \( g_{ij} \mapsto R_{ij}(g) \)), and

\[
R: \mathcal{M}^{n,p} \rightarrow W^{s-5,p}; \ g \mapsto R(g),
\]

the scalar curvature of \( g \). The map \( R \) will be smooth if \( \text{Ric} \) is smooth, for \( R \) is the contraction of \( \text{Ric} \); symbolically, \( R(g) = g^{-1} \cdot \text{Ric}(g) = g^{ij} R_{ij} \). Because differentiation is a continuous linear map between the spaces involved, the smoothness of \( \text{Ric} \) depends on the multiplications that occur in computing \( \text{Ric}(g) \). The second-order derivatives appear linearly with components of \( g \) as coefficients, so, by the multiplication property for Sobolev spaces, \( s > n/p \) suffices for the second-order terms. But the first-order derivatives appear quadratically, so \( s > n/p + 1 \) is necessary to make these maps \( C^s \). Thus \( \text{Ric}: \mathcal{M}^{n,p} \rightarrow S^n_{-2-p} \) and \( R: \mathcal{M}^{n,p} \rightarrow W^{s-5,p} \) are \( C^s \) if \( s > n/p + 1 \). The derivatives of these maps are given by a calculation of Lichnerowicz [20] which we shall study later. Sign conventions on the curvature tensor are an ever-present problem. We follow the conventions of [21].

2) Let \( \mathcal{D}^{n,p} = \{ \eta \eta^{-1} \text{ and } \eta^{-1} \text{ are diffeomorphisms of } M \text{ of class } W^{n,p} \}. \) If \( s > n/p + 1 \), then \( \mathcal{D}^{n,p} \subset W^{n,p} \) is open, so that \( \mathcal{D}^{n,p} \) is a \( C^s \) (Banach) manifold and the composition property for Sobolev spaces implies that composition is continuous and \( \mathcal{D}^{n,p} \) is a topological group.

3) The first step in the main decomposition theorems for 2-tensors that we shall give later is the canonical decomposition.

Canonical decomposition. Given a fixed \( C^s \) metric \( g \) on a compact manifold \( M \), any symmetric 2-tensor \( h \) can be split into two parts,

\[
h = h + L_\xi g,
\]

where \( h \) has zero divergence, \( \delta h = - (\tilde{h})_i^i = 0, \ X \in \mathcal{X}^{n,p} = W^{n,p}(TM) \) (the \( W^{n,p} \) vector fields), \( L_\xi g \) is the Lie derivative of \( g, (L_\xi g)_{ij} = X_{i\xi} + X_{\xi j} \).
variant derivative with respect to \( g \) and the two pieces are \( L_x \) orthogonal and unique (so \( X \) is unique up to Killing vector fields).

\textbf{Proof.}\ The proof is a straightforward application of the Fredholm alternative to the operator

\[ \alpha_x: \mathcal{X}^{\nu,\rho} \rightarrow S_{\xi}^{\nu,\rho}; \quad X \mapsto L_xg. \]

The symbol of \( \alpha_x \) is \( \sigma_x(\alpha_x): V \mapsto \xi \otimes V' + V' \otimes \xi \), where \( (V')_\xi = g_\xi V' = V' \), is the covariant form of \( V \). \( \sigma_x(\alpha_x) \) is injective, for, if \( \xi \neq 0 \) and \( \xi \otimes V' + V' \otimes \xi = \xi, V_\xi = 0 \), then, by contraction, \( \xi' V_\xi = 0 \), so \( \xi' V_\xi = \xi V_\xi = 0 \), so \( V_\xi = 0 \). Thus \( \alpha_x \) is elliptic. (Note that since the proof of the Fredholm alternative theorem includes a proof that the kernel of an elliptic operator is finite dimensional, we have as a corollary the classical result that the Killing vector fields are a finite-dimensional subset of \( \mathcal{X}^{\nu,\rho} \).) Since

\[ (L_xg, h)_\xi = \int g_{\xi\mu} \left( X_{\mu\nu} + X_{\nu\mu} \right) h^{\nu\mu}(g) = \int (2 \xi \cdot h')_\nu \mu(g) = (X, 2\delta h)_\xi, \]

we get \( \alpha_x^* = 2\delta \), and the splitting \( h = \hat{h} + L_xg \) therefore follows. \( \square \)

The canonical splitting has a natural geometric interpretation as shown in fig. 1. Consider the action of the diffeomorphism group \( \mathcal{D}^{s+1,p} \) on \( \mathcal{M}^{s,p} \) for suitable choices of \( s, p \), where a diffeomorphism \( \eta \) acts on a metric by push-
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forward, i.e. by pull-back via its inverse: \( g \rightarrow (\eta^{-1})^* g = \eta_* g \); thus \( g \) transforms as in the same direction as the point map \( \eta \). This is only a \( C^\infty \) action, but the orbit of \( g \) is a smooth manifold [22].

The infinitesimal generators of this group action at \( g \) are the symmetric two-tensors \(-L_xg\), where \( X \) is a vector field of Sobolev class \( W^{s+1,p} \). Thus the tensors \(-L_xg\) are tangent to the orbit of \( g \) under this action. Any tangent vector to \( \mathcal{M}^{s,p} \) at \( g \) is a symmetric two-tensor \( \hat{h} \) that can be split in a part that is tangent to the orbit, \( L_xg \) for some \( X \), and a part \( \hat{h} \) that is \( L_x \)-perpendicular to the orbit \( \mathcal{O}_e \) in the sense that \( \int \langle \hat{h}, L_xg \rangle \mu(g) = 0 \). If we want to consider the orbit space \( \mathcal{M}^{s,p}/\mathcal{D}^{s+1,p} \) of \( \mathcal{M}^{s,p} \) by the action of \( \mathcal{D}^{s+1,p} \), \( \hat{h} \) is an obvious candidate for a tangent vector to the orbit space. Metrics \((\eta^{-1})^* g\)
on the orbit of $g$ are isometric to $g$ and hence are geometrically equivalent to $g$, so $\delta$ represents infinitesimal directions of nonequivalent (i.e. nonisometric) geometric deformations.

The splitting theorems of Deser, Barbanza and York make a further decomposition of $\delta$, as we shall see later.

2. – The Hamiltonian structure of geometrodynamics.

We shall begin by showing how the Arnowitt, Deser and Misner [3] Hamiltonian formulation of general relativity can be written in a compact form using the $J_\phi$-adjoint operators of the linearized constraints. Here we shall restrict ourselves to space-times with a compact spacelike hypersurface. The noncompact case is rather different, as indicated in [23].

Let $V_4$ be a 4-dimensional manifold with Lorentzian metric $^{(4)}g$ which is oriented and time-oriented. Let $M$ be a compact oriented 3-dimensional manifold, and let $i: M \to V_4$ be an embedding of $M$ such that the embedded manifold $i(M) = \Sigma$ is spacelike; i.e. the pull-back $i^*(^{(4)}g) = g$ is a Riemannian metric on $M$. Let $E^a(M, V_4, ^{(4)}g)$ denote the set of all such spacelike embeddings. As in [24], this is a smooth manifold. Let $k$ denote the second fundamental form of the embedding, defined at $m \in M$, for $X, Y \in T_m M$, by the usual formula

$$k_m(X, Y) = -^{(4)}g \circ i(m) \cdot ((T_m i \cdot Y), ^{(4)}V_{(i \cdot X) \circ i}(m)),$$

where $^{(4)}Z_{\circ i}(m)$ is the forward-pointing unit timelike normal to $\Sigma$ at $i(m)$. Thus $k_{ii} = -z_{ii}$, where ; denotes covariant differentiation using $^{(4)}g$. Covariant differentiation using $g$ is denoted with a vertical bar.

Let $\pi = \pi' \otimes \mu(g)$ be a 2-contravariant tensor density, whose tensor part $\pi'$ is defined by $\pi' = ((\text{tr } k)g - k)^s$, where $\otimes$ indicates the contravariant form of a covariant tensor with indices raised by $g^s = g^{i'}i$; similarly $\circ$ denotes the covariant form of a contravariant tensor. In the Hamiltonian formulation of Arnowitt, Deser and Misner, $k$ plays the role of a velocity variable and $\pi$ is its canonical momentum in the DeWitt metric (see [25] for this latter interpretation). Note that $\pi' = \pi'^{ADM}d^2x$.

Now suppose we have a curve in $E^a(M, V_4, ^{(4)}g)$, i.e. a curve $i_\lambda$ of spacelike embeddings of $M$ into $(V_4, ^{(4)}g)$. The $\lambda$-derivative of this curve defines a 1-parameter family of vector fields $^{(4)}X_{i_\lambda}$ on the embedded hypersurfaces by the equation

$$\frac{di_\lambda}{d\lambda} = ^{(4)}X_{i_\lambda} \circ i_\lambda: M \to TV_4$$

(see fig. 2). The normal and tangential projections of $^{(4)}X_{i_\lambda}$ define a curve of
functions \( N_2 = {}^{(4)}X_\perp : \mathcal{M} \to \mathcal{R} \) and vector fields \( {}^{(4)}X_{\perp} = -X_{\perp} : \mathcal{M} \to T\mathcal{M} \) on \( \mathcal{M} \) by the equation
\[
{}^{(4)}X_{\perp} \circ i_\lambda(m) = {}^{(4)}X_{\perp}(\lambda, m) + T_{\perp} \circ i_\lambda \circ {}^{(4)}X_{\perp}(\lambda, m),
\]

where \( {}^{(4)}Z_{\Sigma_\perp} \) is the forward-pointing unit timelike normal to \( \Sigma_\perp \). If \( N_\perp > 0 \), then the map
\[
F : \mathcal{I} \times \mathcal{M} \to V_\perp; \ (\lambda, m) \mapsto i_\lambda(m)
\]
is a diffeomorphism of \( \mathcal{I} \times \mathcal{M} \) onto a tubular neighborhood of \( i_\perp(M) = \Sigma_\perp \), if the interval \( \mathcal{I} = (-\beta, \beta) \) is chosen small enough. In this case we call either the curve \( i_\perp \) or the embedded spacelike hypersurfaces \( \Sigma_\perp = i_\perp(M) \) a slicing of \( V_\perp \).

The functions \( N_\perp \) and the vector fields \( X_{\perp} \) are the lapse functions and shift vector fields of Arnowitt, Deser and Misner [3] and Wheeler [26] (see fig. 2). We have changed the sign of the shift vector field for various reasons, but basically our conventions give a shift vector field \( X_{\perp} \) which generates a 1-parameter family of diffeomorphisms \( f_\lambda : \mathcal{M} \to \mathcal{M} \), defined by \( f_\lambda = \text{id}_\mathcal{M} \), and \( df_\lambda/\!\!d\lambda = X_{\perp} \circ f_\lambda \), such that the new family of embeddings \( i_\lambda = i_\perp \circ f_\lambda \) has zero shift (and lapse \( N_{\perp} = N_{\perp} \circ f_\lambda \)). To see this, note that
\[
\frac{di_\lambda}{d\lambda} = \frac{di_\perp}{d\lambda} \circ f_\lambda + T_{i_\lambda} \cdot \frac{df_\lambda}{d\lambda} = (N_{\perp} {}^{(4)}Z_{\Sigma_\perp} \circ i_\lambda) \circ f_\lambda - T_{i_\lambda} \cdot X_{\perp} \circ f_\lambda + T_{i_\lambda} \cdot X_{\perp} \circ f_\lambda =
\]
\[
= (N_{\perp} \circ f_\lambda) {}^{(4)}Z_{\Sigma_\perp} \circ i_\lambda = N_{\perp} {}^{(4)}Z_{\Sigma_\perp} \circ i_\lambda.
\]

In the convention of Arnowitt, Deser and Misner [3], one has to consider the flow of \( -X_{\text{shift}} \) to transform the shift away. As phrased in Wheeler's way (as in [21] eqs. (21)-(39) and p. 21-49), the «perpendicular connector» between two neighboring hypersurfaces has components
\[
(dt, -X_{\text{shift}}^\text{ADM}) = (dt, X_{\text{shift}}^\text{vert}).
\]
For "dynamical" reasons for the change of sign of the shift vector field, see [25], p. 357.

Our change in sign of the shift forces us to change the sign of the divergence constraint (see below). This, however, gives an object which conforms with a certain universal tensor, constructed for general field theories independently by KUCHAŘ [27] and FISCHER and MARSDEN [28]. For the scalar field this tensor is \(-\pi_\nu \nabla \phi\) and for the electromagnetic field it is essentially \(E \times B\). In Kuchař's conventions, where the shift is that of ADM, his universal tensor gives the negative of these objects.

Using \(F : I \times M \to V_4\) as a co-ordinate system for a tubular neighborhood of \(\Sigma_i\) in \(V_4\), co-ordinates \((x^i)\), \(i = 1, 2, 3,\) on \(M\), and \((x^\alpha) = (\lambda, x^i)\), \(\alpha = 0, 1, 2, 3,\) as co-ordinates on \(I \times M\), we can write the pulled-back metric \(F^{*}\mu \eta\) in co-ordinates as

\[
(F^{*}\mu \eta)_{ab} \, dx^a \, dx^b = -(N^2 - X_1 \lambda) \, d\lambda^2 - 2X_1 \, dx^a \, d\lambda + g_{ij} \, dx^i \, dx^j,
\]

where \(g_{ij} = (g_{ij})_{ij}\) and \(g_{ij} = i^*_j \mu \eta g\).

Let \(i_j\) be the curve of second fundamental forms for the embedded hypersurfaces \(\Sigma_i = i_j(M)\), and let \(\pi_i\) be their associated canonical momenta.

The following theorem contains the basic geometrodynamical equations due to DIRAC [1, 2, 20] and to ARNOLD, DESER and MISNER (see [3] and references therein).

2.1. Theorem. - Let the vacuum Einstein field equations \(Ein (\eta \mu \eta) = 0\) hold on \(V_4\). Then for each one-parameter family of spacelike embeddings \(\{i_\lambda\}\) of \(V_4\), the induced metrics \(\eta \mu \eta\) and momentum \(\pi_i\) on \(\Sigma_i\) satisfy the following equations:

\[
\left\{ \begin{array}{l}
\frac{\partial \pi_i}{\partial \lambda} = 2N \left( (\pi') - \frac{1}{2} \top (\pi') \right) - L_2 \pi_i , \\
\frac{\partial \pi}{\partial \lambda} = -N \left( \text{Ric} (\eta \mu \eta) \right) - \frac{1}{2} \top R (\eta \mu \eta) \mu (\eta \mu \eta) + \frac{1}{2} N \left( \pi' \cdot \pi' - \frac{1}{2} (\top \pi')^2 \right) \mu (\eta \mu \eta) - \\
\quad -2N \left( \pi' \cdot \pi' - \frac{1}{2} (\top \pi')^2 \right) \mu (\eta \mu \eta) + (\text{Hess} N + \eta \mu \eta \Delta N) \mu (\eta \mu \eta) - L_2 \pi ,
\end{array} \right.
\]

and

\[
\left\{ \begin{array}{l}
\mathcal{H} (\eta \mu \eta, \pi) = (\pi' \cdot \pi' - \frac{1}{2} (\top \pi')^2 - R (\eta \mu \eta)) \mu (\eta \mu \eta) = 0 , \\
\mathcal{J} (\eta \mu \eta, \pi) = -2(\partial_\lambda \pi) = 2\pi_{i1} = 0 .
\end{array} \right.
\]

Conversely, if \(i_\lambda\) is a slicing of \((V_4, \eta \mu \eta)\) such that the above evolution and constraint equations hold, then \(\eta \mu \eta\) satisfies the (empty space) field equations.

Our notation in the theorem is as follows: \((\pi' \cdot \pi')' = (\pi' \cdot (\pi')',\)

\(\pi' \cdot \pi' = (\pi')' (\pi')'_i,\) \(\text{Hess} N = N_{ij},\) \(\Delta N = -g^{ij} N_{ij},\) and \(L_2 \pi = (L_2 \pi')(\mu (\eta \mu \eta) + \)

...
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\[ + \pi'(\text{div} \, \mathcal{X}) \mu(g) \] is the Lie derivative of the tensor density \( \pi = \pi' \, \mu \) (note \( \mathcal{L}_X \mu = (\text{div} \, \mathcal{X}) \mu(g) \)). The Ricci tensor \( \mathcal{R}_{\mu} \) of \( ^4g \) is denoted \( \text{Ric} \) \( (^4g) \) and that of \( g \) by \( \text{Ric} \) \( (g) \). \( R(g) \) is the scalar curvature. We write \( \text{Ein}(g) = \text{Ric}(g) - \frac{1}{2} R(g) g \), the Einstein tensor of \( g \).

A sketch of the proof of theorem 2.1 is given below.

These evolution and constraint equations are the same as those of Arnowitt, Deser and Misner ([3], equations (3.15)); recall that our shift and divergence constraint are the negative of theirs, and that our \( \pi, \mathcal{H} \) and \( \mathcal{J} \) are tensor densities.

The 12 first-order evolution equations for \( (g, \pi) \) correspond to the six second-order equations \( ^{14}G^{ij} = 0 \), while four of the other Einstein equations \( ^{14}G^{ab} = 0 \) and \( ^{14}G^0 = 0 \) appear as the constraint equations. More explicitly, in co-ordinates determined by a slicing \( i \), \( ^{14}Z^i \) has components \( ^{14}Z^i = (-N, 0) \).

If we define the "perpendicular-perpendicular" and "perpendicular-parallel" projections of the Einstein tensor by

\[ ^{14}G_{-\beta} = Z_\alpha Z_\beta ^{14}G^{\alpha\beta} = X^2 ^{14}G^{ab} \]

and

\[ ^{14}G_\perp = - Z_\alpha ^{14}G_{\alpha} = X^1 ^{14}G^0 , \]

then

\[ \mathcal{H}(g, \pi) = - 2 ^{14}G_{-\perp} \mu(g) \]

and

\[ \mathcal{J}(g, \pi) = - 2 ^{14}G_{\perp} \mu(g) \, . \]

The evolution equations of this theorem are well posed. The proof of this makes use of harmonic co-ordinates, i.e. a special choice of lapse and shift determined implicitly. With the choice \( N = 1, X = 0 \), the equations are

\[ \frac{\partial g^{ab}}{\partial x^2} = g^{ab} \left[ \frac{\partial g_{ab}}{\partial x^2} + g^{cd} \frac{\partial g_{cd}}{\partial x^i} - g^{ac} \frac{\partial g_{cb}}{\partial x^i} - g^{ad} \frac{\partial g_{bd}}{\partial x^i} + \text{lower-order terms} \right] . \]

In this form the equations are not strictly hyperbolic and the known existence theorems do not apply. The use of harmonic co-ordinates makes the 4-dimensional field equations strictly hyperbolic, from which it follows that they are well posed, the result and proof of which is due to Choquet-Bruhat [30]. This can also be based [31] on the strictly hyperbolic systems of Leray, and Fischer and Marsden [32] treat the equations as a symmetric hyperbolic first-order system. The sharpest results, using \( H^s \) spaces with the smallest possible \( s \), are due to Hughes, Kato and Marsden [33].

In the formulation of theorem 2.1, the lapse and shift are regarded as freely specifiable. In the "thin sandwich" formulation, one regards \( g \) and \( \dot{g} \)
as Cauchy data, expresses \( \pi \) as a function of \((g, N, X)\) and solves for \(N\) and \(X\) from the constraint equations

\[
\mathcal{H}(g, \pi(g, N, X)) = 0, \\
\mathcal{I}(g, \pi(g, N, X)) = 0.
\]

Upon linearizing, it is easy to see that this is not an elliptic system, so, even if it is solvable, there will be some technical problems; in particular, regularity must fail. Thus, the thin-sandwich formulation is rejected by most workers. For other difficulties with the thin-sandwich formulation, see [34].

It is important to recognize various combinations of terms in the ADM evolution equations as Lie derivatives, and we have done so in the way theorem 2.1 is written. It is also useful to write the quadratic algebraic part of \( \ddot{\pi}/\dot{\lambda} \) as

\[
S_\pi(\pi, \pi) = -2\{\pi' \times \pi' - \frac{1}{2} (\text{tr} \, \pi') \pi'\} \mu(g) + \frac{1}{2} g^f\{\pi' \cdot \pi' - \frac{1}{2} (\text{tr} \, \pi')^2\} \mu(g).
\]

This is the spray of the DeWitt metric, i.e. the terms in \( \mathcal{H} \) quadratic in \( \pi' \); see below and [25]. Thus the terms in the evolution equation for \( \pi \) may be interpreted as follows:

\[
\frac{\ddot{\pi}}{\dot{\lambda}} = NS_\pi(\pi, \pi) - \text{geodesic spray of the DeWitt metric}, \\
- N \text{Einst} (g) e^\mu(g) + \text{force term of the scalar curvature potential}, \\
+ (\text{Hess} \, N + g \Delta N) e^\mu(g) - \text{tilt \& term due to nonconstancy of } N, \\
- L_{\pi} \pi \text{ \& term due to a nonzero shift}.
\]

The evolution equation for \( g \) may be regarded as the defining equation for \( \pi \). We refer to [25, 35, 36] for more information. In this section, we shall be primarily concerned with the Hamiltonian structure of these equations.

We consider again the space \( \mathcal{M} \) of Riemannian metrics on \( M \) and the diffeomorphism group \( \mathcal{D} \). For the compact case, we should use \( \mathcal{M}^{s,p} \) with \( s > n/p \), that is, Riemannian metrics of a certain Sobolev class; the diffeomorphisms and other maps and tensors we use also should belong to appropriate Sobolev classes. Similarly, in the noncompact case, the various tensors or diffeomorphisms should belong to the appropriate \(\mathcal{M}_{s,a}^p \) spaces described in [23]. For ease of notation, however, we shall restrict ourselves to the \( C^\infty \) case.

Let \( T\mathcal{M} \approx \mathcal{M} \times S_g \) denote the tangent bundle of \( \mathcal{M} \), where \( S_g \) is the space of \( C^\infty \) 2-covariant symmetric tensor fields on \( M \). Let \( S^*_g \) denote the space of \( C^\infty \) 2-contravariant symmetric tensor densities on \( M \). Define \( T^*\mathcal{M} \approx \mathcal{M} \times S^*_g := \{ (g, \pi) | g \in \mathcal{M}, \pi \in S^*_g \} \). We shall think of \( T^*\mathcal{M} \) as the \( g \mathcal{L} \)-cotangent bundle
to \( \mathcal{M} \). For \( k \in T_p \mathcal{M} \approx S_2 \), \( \pi \in T^*_p \mathcal{M} \approx S^2_2 \), there is a natural pairing

\[
(\pi, k)_L = \int_{\mathcal{M}} \pi \cdot k.
\]

Thus \( T^* \mathcal{M} \) as defined is a subbundle of the true cotangent bundle. Since \( T^* \mathcal{M} \) is open in \( S_2 \times S^2_2 \), the tangent space of \( T^* \mathcal{M} \) at \( (g, \pi) \in T^* \mathcal{M} \) is \( T_{(g, \pi)}(T^* \mathcal{M}) \approx S_2 \times S^2_2 \).

We now show that \( T^* \mathcal{M} \) carries a natural symplectic structure in which the evolution equations of the theorem are Hamiltonian. In order to include the lapse function and shift vector field into this scheme, it is necessary to develop the notion of a generalized Hamiltonian system.

On \( T^* \mathcal{M} \) we define the globally constant symplectic structure

\[
\Omega = \Omega_{(g, \pi)}: T_{(g, \pi)}(T^* \mathcal{M}) \times T_{(g, \pi)}(T^* \mathcal{M}) \to \mathbb{R}
\]
as follows: for \( (h_1, \omega_1), (h_2, \omega_2) \in T_{(g, \pi)}(T^* \mathcal{M}) = S_2 \times S^2_2 \),

\[
\Omega_{(g, \pi)}((h_1, \omega_1), (h_2, \omega_2)) = \int_{\mathcal{M}} \omega_2 \cdot h_1 - \omega_1 \cdot h_2.
\]

Let

\[
J = \begin{pmatrix} 0 & I \\ -I & 0 \end{pmatrix} : S^2_2 \times S_2 \to S_2 \times S^2_2
\]

be defined by

\[
\begin{pmatrix} \omega \\ h \end{pmatrix} \mapsto J \begin{pmatrix} \omega \\ h \end{pmatrix} = \begin{pmatrix} h \\ -\omega \end{pmatrix}
\]

so that

\[
J^{-1} = \begin{pmatrix} 0 & -I \\ I & 0 \end{pmatrix} : S_2 \times S^2_2 \to S^2_2 \times S_2,
\]

\[
\begin{pmatrix} h \\ \omega \end{pmatrix} \mapsto J^{-1} \begin{pmatrix} h \\ \omega \end{pmatrix} = \begin{pmatrix} -\omega \\ h \end{pmatrix}.
\]

Then

\[
\Omega((h_1, \omega_1), (h_2, \omega_2)) = -\int_{\mathcal{M}} (h_1, \omega_1) \cdot J^{-1} \begin{pmatrix} h_2 \\ \omega_2 \end{pmatrix}.
\]

We shall return to \( J \) shortly.

Let

\[ C^\omega = C^\omega(M; \mathbb{R}) \]
denote the smooth real-valued functions on \( M \),

\[ C^\omega_\varphi \] smooth scalar densities on \( M \),

\[ \mathfrak{X} = \text{smooth vector fields on } M \]
and
\[ A^1_0 = \text{smooth 1-form densities on } \mathcal{M}. \]

Consider the functions
\[ \mathcal{H} : T^* \mathcal{M} \to C^\omega_2 ; \ (g, \pi) \mapsto \mathcal{H}(g, \pi) = (\pi' \cdot \pi' - \frac{1}{2} (\text{tr } \pi')^2 - R(g)) \mu(g), \]
\[ \mathcal{J} = -2\delta : T^* \mathcal{M} \to A^1_0 ; \ (g, \pi) \mapsto 2(\delta \pi') = 2\pi', \]
and
\[ \Phi = (\mathcal{H}, \mathcal{J}) : T^* \mathcal{M} \to C^\omega_2 \times A^1_0 ; \ (g, \pi) \mapsto (\mathcal{H}(g, \pi), \mathcal{J}(g, \pi)). \]

At this point it is necessary to compute the derivatives of \( \mathcal{H}, \mathcal{J} \) and \( \Phi \) and their \( L^2 \) adjoints. The results are collected in the following

2.2. **Proposition.** – If we let \( (g, \pi) \in T^* \mathcal{M}, \ (h, \omega) \in T_{(g, \pi)}(T^* \mathcal{M}) = S^*_2 \times S^*_2 \) and \( (N, X) \in C^\omega \times \mathcal{X} \), the derivatives of \( \mathcal{H}, \mathcal{J}, \Phi \) (as defined above)

\[ \text{D}\mathcal{H}(g, \pi) : S^*_2 \times S^*_2 \to C^\omega_2 , \]
\[ \text{D}\mathcal{J}(g, \pi) : S^*_2 \times S^*_2 \to A^1_0 , \]
\[ \text{D}\Phi(g, \pi) : S^*_2 \times S^*_2 \to C^\omega_2 \times A^1_0 , \]

and their natural adjoints

\[ \text{D}\mathcal{H}(g, \pi)^* : C^\omega \to S^*_2 \times S^*_2 , \]
\[ \text{D}\mathcal{J}(g, \pi)^* : \mathcal{X} \to S^*_2 \times S^*_2 , \]
\[ \text{D}\Phi(g, \pi)^* : C^\omega \times \mathcal{X} \to S^*_2 \times S^*_2 , \]

are given as follows:

\[ \text{D}\mathcal{H}(g, \pi) \cdot (h, \omega) = -S_2(\pi, \pi) \cdot h + (\text{Ein } (g) \cdot h - (\delta \delta h + \Delta h) \mu(g)) + 2(\pi')^2 - \frac{1}{2} (\text{tr } \pi') g \cdot \omega , \]
\[ \text{D}\mathcal{H}(g, \pi)^* N = \left( -NS_2(\pi, \pi) + [N \text{ Ein } (g) - (\text{Hess } N + g \Delta N)]^\mu(g), \right. \]
\[ \left. 2N((\pi')^2 - \frac{1}{2} (\text{tr } \pi') g) \right) , \]
\[ \text{D}\mathcal{J}(g, \pi) \cdot (h, \omega) = 2(\omega_{\ell u} + h_{\ell u} \pi^\ell u + \pi^{\ell u}(h_{\ell u} - \frac{1}{2} h_{\ell u})) , \]
\[ \text{D}\mathcal{J}(g, \pi)^* X = (L_2 \pi, -L_2 g) , \]
\[ \text{D}\Phi(g, \pi) \cdot (h, \omega) = (\text{D}\mathcal{H}(g, \pi) \cdot (h, \omega), \text{D}\mathcal{J}(g, \pi) \cdot (h, \omega)) \]
and
\[ D\Phi(g, \pi) \cdot (N, X) = D\mathcal{H}(g, \pi) \cdot N + D\mathcal{F}(g, \pi) \cdot X = \]
\[ = \left( -NS_e(\pi, \pi) + [N_Ein(g) - (\text{Hess } N + g \Delta N)]^g \mu(g) + \right. \]
\[ + L_{\pi}(\pi') - \frac{1}{2} (\text{tr } \pi') g - L_x g \right). \]

**Remark.** We are of course indulging in some abuse of notation, mixing invariant and index notations. We shall often use indices when it saves explanation and is easier to see.

**Proof.** To compute the derivative of \( \mathcal{H} \),
\[
D\mathcal{H}(g, \pi) \cdot T_{t, \pi}(T^* \mathcal{M}) \approx S_x \rightarrow T_{\mathcal{H}(\pi, \pi)} C^\pi \approx C^\pi_x ,
\]
we use
\[
D\mathcal{H}(g, \pi) \cdot (h, \omega) = D_x \mathcal{H}(g, \pi) \cdot h + D_{\pi} \mathcal{H}(g, \pi) \cdot \omega .
\]

One must be cautious here and take the partial derivatives of \( \mathcal{H} \) as a function of \( \pi \) and not \( \pi' \). We do this by writing
\[
\mathcal{H}(g, \pi) = \left( \frac{1}{\sqrt{\det g}} \left( \sqrt{\det g} \pi' \right) - \frac{1}{2} (\sqrt{\det g} \text{tr } \pi') \right) d^2 x - R(g) \mu(g) .
\]

Then the partial derivatives are given by
\[
D_x \mathcal{H}(g, \pi) \cdot h = \frac{1}{\sqrt{\det g}} \left( 2 \left( \pi \times \pi - \frac{1}{2} (\text{tr } \pi) \pi \right) - \frac{1}{2} \left( \pi \cdot \pi - \frac{1}{2} (\text{tr } \pi)^2 \right) g \right) \cdot h - \left( \frac{\Delta h}{\sqrt{\det g}} + \Delta \text{tr } h - R(g) + \frac{1}{2} g R(g) \right) \cdot h ,
\]
where \( \pi \times \pi = \pi' \times \pi' \sqrt{\det g} \cdot \sqrt{\det g} d^2 x \) and \( \pi \cdot \pi = \pi' \cdot \pi' \sqrt{\det g} \cdot \sqrt{\det g} d^2 x \). In addition,
\[
D_{\pi} \mathcal{H}(g, \pi) \cdot \omega = \frac{2}{\sqrt{\det g}} \left( \pi \cdot \omega - \frac{1}{2} (\text{tr } \pi) (\text{tr } \omega) \right) = 2 \left( \pi' \right) - \frac{1}{2} (\text{tr } \pi') g \right) \cdot \omega ,
\]
so that
\[
D\mathcal{H}(g, \pi) \cdot (h, \omega) = -S_x(\pi, \pi) \cdot h + (\text{Ein}(g) \cdot h) \mu(g) - \left( \delta \delta h + \Delta \text{tr } h \right) \mu(g) + 2(\pi') - \frac{1}{2} (\text{tr } \pi') g \right) \cdot \omega .
\]
In computing the partial derivatives we have used the following expressions:

\[ D_u \mu(g) \cdot h = \frac{1}{2} (\text{tr } h) \mu(g), \]

\[ D_r \left( \frac{1}{\sqrt{\det g}} \right) \cdot h = -\frac{1}{2} \frac{1}{\sqrt{\det g}} \text{tr } h, \]

\[ D_p (\pi \cdot \pi) \cdot h = 2(\pi \times \pi) \cdot h, \]

\[ D_p (\text{tr } \pi) \cdot h = D_p (g \cdot \pi) \cdot h = h \cdot \pi \]

and

\[ D_p R(g) \cdot h = \Delta \text{tr } h + \delta \delta h - h \cdot \text{Ric}(g). \]

The last equation is the classical variation formula for the scalar curvature; a convenient reference for these variation formulae is [20]. See also appendix I.

As usual, the \( \mathcal{L}_g \)-adjoint of \( D\mathcal{H}(g, \pi)^* : (C^\infty) = C^\infty \to (S_+ \times S_+)^* = S_+ \times S_+ \) is defined by

\[ \int \mathcal{N} D\mathcal{H}(g, \pi) \cdot (h, \omega) = \int \langle D\mathcal{H}(g, \pi)^* \cdot N, (h, \omega) \rangle, \]

where the last inner product is the natural pairing between \( S_+^2 \times S_+ \) and \( S_+ \times S_+^2 \).

A straightforward integration by parts of the \(- (\delta \delta h + \Delta \text{tr } h) \mu(g)\) term shows that

\[ D\mathcal{H}(g, \pi)^* \cdot N = \]

\[ = \left( -NS_+(\pi, \pi) + (N \text{ Ein } (g)) - \text{Hess } N - g(\Delta N)^* \mu(g), 2N((\pi')^* - \frac{1}{2} (\text{tr } \pi') g) \right). \]

(We may integrate freely by parts since \( \mathcal{M} \) is compact without boundary.)

We now compute the derivative of

\[ \mathcal{J}(g, \pi) = 2\pi_{ij} = 2g_{ij}(\pi^{ij} + \pi^{il} \Gamma_{lj}^i), \]

i.e. the map

\[ D\mathcal{J}(g, \pi) : S_+ \times S_+^2 \to A_3^1. \]

For \((h, \omega) \in S_+ \times S_+^2\), we write, as above,

\[ D\mathcal{J}(g, \pi) \cdot (h, \omega) = D_e \mathcal{J}(g, \pi) \cdot h + D_p \mathcal{J}(g, \pi) \cdot \omega. \]

Since \( \mathcal{J}(g, \pi) \) is linear in \( \pi \),

\[ D_p \mathcal{J}(g, \pi) \cdot \omega = 2\omega_{ij}. \]
The partial derivative $D_x \mathcal{F}(g, \pi) \cdot h$ is computed as follows:

$$D_x (\pi^i_{ij}) \cdot h = D_x (g_{ik} \pi^k_{ij}) \cdot h = h_{ik} \pi^k_{ij} + g_{ik} D_x (\pi^l_{ij}) + \pi^m \Gamma^k_{mj} \cdot h =$$

$$= h_{ik} \pi^k_{ij} + g_{ik} \pi^m \Gamma^k_{mj} \cdot h =$$

$$= h_{ik} \pi^k_{ij} + g_{ik} \pi^m (\frac{1}{2} (h^i_{ji} + h^j_{ii} - h_{ii}) =$$

$$= h_{ik} \pi^k_{ij} + \pi^m h^i_{ji} - \frac{1}{2} \pi^m h^j_{ii} = -h_{ik} (\delta^i_k + \pi^i (h^l_{jl} - \frac{1}{2} h_{ll})),$$

where we have used the variational formula for the Christoffel symbols

$$D_x (\Gamma^k_{mj}) \cdot h = \frac{1}{2} (h^k_{jj} + h^k_{jj} - h_{jk}).$$

Thus

$$D \mathcal{F}(g, \pi) \cdot (h, \omega) = 2 (\pi^i_{ij} + h_{ik} \pi^k_{ij} + \pi^m (h^i_{ji} - \frac{1}{2} h_{ii})) =$$

$$= 2 (\delta^i_k + \pi^i (h^l_{jl} - \frac{1}{2} h_{ll})).$$

The adjoint map

$$D \mathcal{F}(g, \pi)^* : \mathcal{X} \rightarrow S_2^* \times S_2$$

can be computed by integrating by parts, but it can be more easily computed as follows: note that for all vector fields $X \in \mathcal{X}$,

$$\int_X \mathcal{F}(g, \pi) = 2 \int_X \pi^i_{ij} X^i_{ij} = -\int_X (X^i_{jj} + X^j_{ii}) = -\int_X \langle \pi, L_x g \rangle.$$ 

Since the contraction $X \cdot \mathcal{F}(g, \pi)$ is natural, i.e. does not depend on the metric,

$$D \left( \int_X \mathcal{F}(g, \pi) \right) \cdot (h, \omega) = \int_X D \mathcal{F}(g, \pi) \cdot (h, \omega) = \int \langle D \mathcal{F}(g, \pi)^* \cdot X, (h, \omega) \rangle,$$

and so

$$D \left( \int_X \mathcal{F}(g, \pi) \right) \cdot (h, \omega) = -\int \langle \omega, L_x g \rangle - \int \langle \pi, L_x h \rangle =$$

$$= -\int \langle \omega, L_x g \rangle + \int \langle L_x \pi, h \rangle = \int \langle L_x \pi, -L_x g \rangle, (h, \omega).$$

Thus

$$D \mathcal{F}(g, \pi)^* \cdot X = \langle L_x \pi, -L_x g \rangle \in S_2^* \times S_2.$$ 

For the map $\Phi = (\mathcal{F}, \mathcal{F}) : T^* \mathcal{M} \rightarrow C_2^* \times A_2^*$, the derivative is clearly given by

$$D \Phi(g, \pi) = \left( D \mathcal{F}(g, \pi), D \mathcal{F}(g, \pi) \right) : S_2 \times S_2 \rightarrow C_2^* \times A_2^*.$$

To compute the adjoint

$$D \Phi(g, \pi)^* : C_2^* \times F \rightarrow S_2^* \times S_2,$$
note that, for all \((h, \omega) \in S^1 \times S^2_*,\)

\[
\int \langle (h, \omega), D\Phi(g, \pi)^* (N, X) \rangle = \int \langle D\Phi(g, \pi) \cdot (h, \omega), (N, X) \rangle = \\
= \int \langle D\mathcal{F}(g, \pi) \cdot (h, \omega), N \rangle + \int \langle D\mathcal{F}(g, \pi) \cdot (h, \omega), X \rangle = \\
= \int \langle (h, \omega), D\mathcal{F}(g, \pi)^* \cdot N \rangle + \int \langle (h, \omega), D\mathcal{F}(g, \pi)^* \cdot X \rangle.
\]

So \(D\Phi(g, \pi)^* (N, X) = D\mathcal{F}(g, \pi)^* \cdot N + D\mathcal{F}(g, \pi)^* \cdot X.\) Substitution of the expressions obtained for \(D\mathcal{F}(g, \pi)^*\) and \(D\mathcal{F}(g, \pi)^*\) completes the proof. \(\square\)

It is important to note that the \(L_2\) adjoints we have been computing are just the physicist's functional derivatives. To see this, suppose

\[
\mathcal{F} : T^*M \to C^1
\]

is a scalar density. Let \(F : T^*M \to \mathbb{R},\)

\[
F(g, \pi) = \int_M \mathcal{F}(g, \pi).
\]

Then, for \((h, \omega) \in T_{\text{rot}}(T^*M),\)

\[
dF(g, \pi) \cdot (h, \omega) = \int D\mathcal{F}(g, \pi) \cdot (h, \omega) = \int \langle D\mathcal{F}(g, \pi)^* \cdot 1, (h, \omega) \rangle = \\
= \int \langle D_\pi \mathcal{F}(g, \pi)^* \cdot 1, h \rangle + \int \langle D_\omega \mathcal{F}(g, \pi)^* \cdot 1, \omega \rangle.
\]

In physicist's notation, \(h = \delta g, \omega = \delta \pi, dF = \delta F,\)

\[
D_\pi \mathcal{F}(g, \pi)^* \cdot 1 = \frac{\delta \mathcal{F}}{\delta g} \quad \text{and} \quad D_\pi \mathcal{F}(g, \pi)^* \cdot 1 = \frac{\delta \mathcal{F}}{\delta \pi},
\]

so that

\[
\delta \mathcal{F} = \left( \frac{\delta \mathcal{F}}{\delta g}, \frac{\delta \mathcal{F}}{\delta \pi} \right) = (D_\pi \mathcal{F}(g, \pi)^* \cdot 1, D_\pi \mathcal{F}(g, \pi)^* \cdot 1) = D\mathcal{F}(g, \pi)^* \cdot 1.
\]

If, for example, \(\mathcal{F}(g, \pi)\) depends on at most second derivatives of the metric, then

\[
\frac{\delta \mathcal{F}}{\delta g} \cdot \delta g = \int \langle D_\pi \mathcal{F}(g, \pi)^* \cdot 1, h \rangle = \int D_\pi \mathcal{F}(g, \pi) \cdot h = \\
= \int \left( \xi_* \mathcal{F} \cdot h + \xi_{\xi_*} \mathcal{F} \cdot \xi_* h + \xi_{\xi_{\xi_*}} \mathcal{F} \cdot \xi_{\xi_*} h \right) = \\
= \int \left( \xi_* \mathcal{F} - \xi_{(\xi_{\xi_*} \mathcal{F})} + \partial, \partial, (\xi_{\xi_{\xi_*}} \mathcal{F}) \right) \cdot h,
\]

\(\xi = \xi^\mu \frac{\partial}{\partial x^\mu}\) being a vector field on \(\mathcal{P}(\mathcal{B})\).
which gives the usual expression for the functional derivative, namely
\[
\frac{\delta \mathcal{F}}{\delta g} = \partial_s \mathcal{F} - \partial_i (\partial \xi_{i,s} \mathcal{F}) + \partial_i \partial_j (\partial \xi_{i,j} \mathcal{F}).
\]

Thus the adjoint is a convenient way to write the functional derivative. For a scalar function \( f: \mathcal{M} \rightarrow \mathbb{R} \), we also have
\[
\frac{\delta}{\delta g} (f \mathcal{F}(g, \pi)) = D_s (f \mathcal{F}(g, \pi))^* \cdot 1 = (D_s \mathcal{F}(g, \pi))^* \cdot f,
\]
as can easily be checked.

In terms of the maps \( \mathcal{H}(g, \pi), \mathcal{J}(g, \pi) \) and \( \Phi(g, \pi) \), we have the following correspondences with the physicist's notation and our adjoint notation:
\[
\frac{\delta \mathcal{H}(g, \pi)}{\delta g}, \frac{\delta \mathcal{H}(g, \pi)}{\delta \pi} = (D_s \mathcal{H}(g, \pi))^* \cdot 1, D_\pi \mathcal{H}(g, \pi)^* \cdot 1 = D \mathcal{H}(g, \pi)^* \cdot 1 \in S^*_t \times S^*_t,
\]
\[
\frac{\delta (N \mathcal{H}(g, \pi))}{\delta g}, \frac{\delta (N \mathcal{H}(g, \pi))}{\delta \pi} = D \mathcal{H}(g, \pi)^* \cdot N,
\]
\[
\frac{\delta (N \mathcal{J}(g, \pi))}{\delta g}, \frac{\delta (N \mathcal{J}(g, \pi))}{\delta \pi} = (D_s \mathcal{J}(g, \pi))^* \cdot N, D_\pi \mathcal{J}(g, \pi)^* \cdot X = D \mathcal{J}(g, \pi)^* \cdot X \in S^*_t \times S^*_t
\]
and
\[
\frac{\delta}{\delta g} (N \mathcal{H} + X \cdot \mathcal{J}), \frac{\delta}{\delta \pi} (N \mathcal{H} + X \cdot \mathcal{J}) = (D_s (N \mathcal{H} + X \cdot \mathcal{J}))^* \cdot 1, D_\pi (N \mathcal{H} + X \cdot \mathcal{J})^* \cdot 1
\]
\[
= D (N \mathcal{H} + X \cdot \mathcal{J})^* \cdot 1 = D \left( \mathcal{H}, \mathcal{J}, \frac{X}{X} \right)^* \cdot 1 = (D \Phi(g, \pi))^* \cdot \left( \frac{N}{X} \right) \in S^*_t \times S^*_t,
\]
where \( \Phi = (\mathcal{H}, \mathcal{J}) \).

As is shown in [3], the evolution equations of theorem 2.1 are Hamilton's equations with Hamiltonian \( N \mathcal{H} + X \cdot \mathcal{J} \), i.e.
\[
\frac{\partial g}{\partial \lambda} = \frac{\delta}{\delta \pi} (N \mathcal{H} + X \cdot \mathcal{J}),
\]
\[
\frac{\partial \pi}{\partial \lambda} = -\frac{\delta}{\delta g} (N \mathcal{H} + X \cdot \mathcal{J}).
\]

By using the symplectic structure on \( T^* \mathcal{M} \) defined by
\[
J = \begin{pmatrix} 0 & I \\ -I & 0 \end{pmatrix}: S^*_t \times S^*_t \rightarrow S^*_t \times S^*_t, \quad \begin{pmatrix} \omega \\ h \end{pmatrix} \mapsto J \begin{pmatrix} \omega \\ h \end{pmatrix} = \begin{pmatrix} \omega \\ -h \end{pmatrix}
\]
and the correspondence

\[
\left( \frac{\delta}{\delta g} (N \mathcal{H} + X \cdot \mathcal{F}), \frac{\delta}{\delta \pi} (N \mathcal{H} + X \cdot \mathcal{F}) \right) = (D \Phi(g, \pi))^* \begin{pmatrix} N \\ X \end{pmatrix},
\]

the Hamiltonian equations above, i.e. those in theorem 2.1, can be written in a very compact form.

2.3. Theorem. – The Einstein system, defined by the evolution equations and constraint equations of theorem 2.1 can be written as

\begin{align*}
\text{(evolution equations)} & \quad \frac{\partial}{\partial \lambda} \begin{pmatrix} g \\ \pi \end{pmatrix} = J \circ (D \Phi(g, \pi))^* \begin{pmatrix} N \\ X \end{pmatrix}, \\
\text{(constraint equations)} & \quad \Phi(g, \pi) = (\mathcal{H}(g, \pi), \mathcal{F}(g, \pi)) = 0,
\end{align*}

where \((N, X)\) are the lapse function and shift vector field associated with the slicing, and where \((D \Phi(g, \pi))^* \begin{pmatrix} N \\ X \end{pmatrix}\) is given by proposition 2.2.

Remark. In this form of the evolution equations, the symplectic structure of the cotangent bundle enters explicitly. The principal interpretation of this theorem is that the evolution equations are generated by the adjoint \((D \Phi(g, \pi))^*\) to the linearized constraints. We shall explore the consequences of writing the Einstein equations in this form in the sections to follow.

Sketch of proof of theorems 2.1 and 2.3. The Lagrangian density which generates the empty-space Einstein equations is

\[
\mathcal{L}_{\text{geom}}(\omega^g) = \frac{1}{16\pi} R(\omega^g) \mu(\omega^g),
\]

where

\[
\mu(\omega^g) = \sqrt{-\det \omega^g} \, d^4x = N \sqrt{\det g} \, d^4x \, d\lambda = N \mu(g) \, d\lambda.
\]

A computational part of the proof, which we shall not do, is to show that \(\mathcal{L}_{\text{geom}}\) can be written in the \((3 + 1)\)-dimensional form as (see [3], eq. (7-3.13), and [21], eq. (21-90))

\[
16\pi \mathcal{L}_{\text{geom}}(\omega^g) = R(\omega^g) \mu(\omega^g) = N R(\omega^g) \mu(g) \, d\lambda =
\]

\[
= \left( \pi' \frac{\partial \omega_{ij}}{\partial \lambda} - N \mathcal{H}(g, \pi) - X \mathcal{F}(g, \pi) \right) \, d\lambda +
\]

\[
+ 2 \left( \frac{\partial^2 \pi'}{\partial \lambda} \right) (\mathcal{H}(g, \pi) - (\text{grad } N)' \mu(g), \frac{\partial}{\partial \lambda} \pi \right) \, d\lambda.
\]
Here $i_\pi$ is a slicing of $V_\pi$, so that $V_\pi$ can be identified with $I \times M$. Note that our $\pi = \pi' \mu(g) = \pi' \sqrt{\det g} \, dx = \pi_{ADM} \, dx$ contains the $dx$ term to complete $\sqrt{\det g}$ to a volume element, whereas the $\pi_{ADM}$ does not. Similarly, the volume element $\mu'(\pi g)$ contains $dx = dx \, d\lambda$, explaining the overall multiplicative factor $d\lambda$. Also note that, although our shift $X' = - N'$, our $\mathcal{J}(\pi, \mathcal{N}) = 2 \pi' \mathcal{N}$ is also the negative of the ADM $\mathcal{H}' = - 2 \pi' \mathcal{N}$, so that the overall term $X \cdot \mathcal{J}$ has the same sign.

Set $\beta = \beta' = 2(\mathcal{N} \cdot \mathcal{J} - \frac{1}{2} \mathcal{J} \cdot \mathcal{J} - \mathcal{N} \cdot \mathcal{N})$, a vector density on $M$; note that $\beta' \cdot \beta = \beta' \cdot \beta$ is the action for gravity can be written as

$$16\pi S_{\text{grav}}(\pi g) = 16\pi \int_{V_\pi} \mathcal{L}_{\text{grav}}(\pi g) =$$

$$= \int_{V_\pi} \left( \pi \cdot \frac{\partial g}{\partial \lambda} - N \mathcal{H}(g, \pi) - X \cdot \mathcal{J}(g, \pi) \right) d\lambda + \int_{V_\pi} \left( \text{div } \beta - \frac{\partial}{\partial \lambda} \text{ tr } \pi \right) d\lambda.$$

Integrating the div $\beta$ term to zero on $M$, and dropping the total time derivative term (after changing the order of integration)

$$\int_{V_\pi} \left( \frac{\partial}{\partial \lambda} \text{ tr } \pi \right) d\lambda = \int_{V_\pi} \text{ tr } \pi = \int_{V_\pi} \text{ tr } \pi = \int_{V_\pi} \text{ tr } \pi$$

as a constant that will not enter into the variation of $S_{\text{grav}}$, we have

$$16\pi S_{\text{grav}}(\pi g) = \int_{V_\pi} \left( \pi \cdot \frac{\partial g}{\partial \lambda} - N \mathcal{H} - X \cdot \mathcal{J} \right) d\lambda = \int_{V_\pi} \left( \pi \cdot \frac{\partial g}{\partial \lambda} - \Phi(g, \pi) \cdot \left( \mathcal{N} \mathcal{X} \right) \right) d\lambda.$$

Varying the action with respect to $\pi g$ in the direction $\delta g$ which vanishes on $\{a\} \times M$ and $\{b\} \times M$ induces a variation of $(\pi, \mathcal{N})$ in the direction $(h, \omega)$, and $(\pi, \mathcal{N})$ also vanishes on $\{a\} \times M$ and $\{b\} \times M$.

Thus, taking the extreme of the action for an arbitrary variation $(h, \omega)$ vanishing on the end manifolds $\{a\} \times M$ and $\{b\} \times M$ gives

$0 = 16\pi dS_{\text{grav}}(\pi g) = \int_{V_\pi} \left( \omega \cdot \frac{\partial g}{\partial \lambda} + \pi \cdot \frac{\partial h}{\partial \lambda} \right) d\lambda -$

$$- \int_{V_\pi} \left( D \Phi(g, \pi) \cdot (h, \omega), \left( \frac{\mathcal{N}}{\mathcal{X}} \right) \right) d\lambda = \int_{V_\pi} \left( \omega \cdot \frac{\partial g}{\partial \lambda} - \frac{\partial \pi}{\partial \lambda} \cdot \mathcal{N} \right) d\lambda +$$

$$+ \left( \int_{V_\pi} (\pi \cdot h)_{\pi a} - \int_{\pi} (\pi \cdot h)_{\pi b} \right) - \int_{V_\pi} \left( (h, \omega), D \Phi(g, \pi) \cdot \left( \frac{\mathcal{N}}{\mathcal{X}} \right) \right) d\lambda$$

$$= \int_{V_\pi} \left( (h, \omega), \left( \left( \frac{\partial \pi}{\partial \lambda}, \frac{\partial g}{\partial \lambda} \right) - D \Phi(g, \pi) \cdot \left( \frac{\mathcal{N}}{\mathcal{X}} \right) \right) \right) d\lambda,$$
where the term involving the total time derivative

$$
\int_M \left( -\frac{\partial}{\partial \lambda} (\pi \cdot h) \right) d\lambda = \int_M (\pi \cdot h)_{\lambda=0} \bigg|_{\lambda=0} - \int_M (\pi \cdot h)_{\lambda=0}
$$

integrates to zero (in the \( \lambda \)-variable) by virtue of the vanishing of \( h \) on the end manifolds. Since the variation \((h, \omega)\) was arbitrary, we conclude that

$$
\begin{pmatrix}
-\frac{\partial}{\partial \lambda} & \frac{\partial}{\partial \lambda} \\
\frac{\partial}{\partial \lambda} & \frac{\partial}{\partial \lambda}
\end{pmatrix}
= (D\Phi(g, \pi))^* \cdot \begin{pmatrix}
\frac{N}{X} \\
\frac{N}{X}
\end{pmatrix},
$$

so that

$$
J \begin{pmatrix}
-\frac{\partial}{\partial \lambda} \\
\frac{\partial}{\partial \lambda}
\end{pmatrix} = \begin{pmatrix}
\frac{\partial}{\partial \lambda} \\
\frac{\partial}{\partial \lambda}
\end{pmatrix} = J^o (D\Phi(g, \pi))^* \cdot \begin{pmatrix}
\frac{N}{X} \\
\frac{N}{X}
\end{pmatrix}.
$$

Actually, the form of the Einstein equations as they appear in theorem 2.3 can be extended to include field theories coupled to gravity. This extended form is at the basis of a covariant formulation of Hamiltonian systems [28, 36]. For example, the canonical formulation of the covariant scalar wave equation \( \Box \varphi = m^2 \varphi + F'(\varphi) \) on a space-time \( V = I \times M \), \( ^*g \) in terms of a general lapse and shift is as follows:

Consider the Hamiltonian

$$
\mathcal{H}(\varphi, \pi_\varphi) = \left\{ \frac{1}{2} (\pi_\varphi)^2 + |\nabla \varphi|^2 + m^2 \varphi^2 \right\} + F(\varphi) \mu(g)
$$

for the scalar field (the background metric is considered as implicitly given for this example). We can construct a 2-covariant symmetric tensor density \( \mathcal{F} \) obtained by varying \( \mathcal{H}(\varphi, \pi_\varphi) \) with respect to \( g \)

$$
\mathcal{F} = -2 D_\pi \mathcal{H}(\varphi, \pi_\varphi)^* \cdot 1
$$

and a 1-form density \( \mathcal{J}(\varphi, \pi_\varphi) \) from the relationship

$$
\left< X, \mathcal{J}(\varphi, \pi_\varphi) \right> = -\int \left< \pi, L_X \varphi \right> ,
$$

so that \( \mathcal{J}(\varphi, \pi_\varphi) = -\pi_\varphi \cdot d\varphi \). This condition expresses \( \mathcal{J} \) as the conserved quantity for the co-ordinate invariance group on \( M \) [25]. If we set \( \Phi = (\mathcal{H}, \mathcal{J}) \), then the Hamiltonian equations of motion for \( \varphi \) in a general slicing of the space-time with lapse \( N \) and shift \( X \) are

$$
\frac{\delta}{\delta \lambda} \left( \pi_{\varphi} \right) = J^o D\Phi(\varphi, \pi_\varphi)^* \begin{pmatrix}
\frac{N}{X} \\
\frac{N}{X}
\end{pmatrix},
$$
exactly as for general relativity. A computation shows that this system is equivalent to the covariant scalar wave equation given above.

If we couple the scalar field with gravity by regarding the scalar field as a source, the equation for the gravitational momentum \( \tilde{\pi} / \tilde{\lambda} \) in theorems 2.1 and 2.3 is altered by the addition of the term \( \frac{1}{4} \mathcal{N} \mathcal{F} \), and the equation for \( \tilde{g} / \tilde{\lambda} \) is unchanged. The constraint equations become

\[
\mathcal{H}_{\text{green}}(g, \pi) + \mathcal{H}_{\text{scalar}}(g, \varphi, \pi_\varphi) = 0 \quad \text{and} \quad \mathcal{I}_{\text{green}}(g, \pi) + \mathcal{I}_{\text{scalar}}(\varphi, \pi_\varphi) = 0.
\]

More generally, if one considers a total Hamiltonian \( \mathcal{H} = \mathcal{H}_{\text{green}} + \mathcal{H}_{\text{fields}} \) and a total universal flux tensor \( \mathcal{F} = \mathcal{F}_{\text{green}} + \mathcal{F}_{\text{fields}} \), and if the nongravitational fields are nonderivatively coupled to the gravitational fields, the general form of the equations

\[
\tilde{\mathcal{E}}_{\mathcal{F}}(g, \varphi_\lambda) \equiv \mathcal{J}_\mathcal{F}(D\Phi_\mathcal{F}(g, \varphi_\lambda, \pi, \pi^\lambda)) + \mathcal{F}(\pi^\lambda) = 0,
\]

remains valid (see [28, 36, 37]). Here, \( \varphi_\lambda \) represents all nongravitational fields, \( \pi^\lambda \) their conjugate momenta, and \( \Phi_\mathcal{F} = (\mathcal{H}, \mathcal{F}) \). These results provide a unified covariant Hamiltonian formulation of general relativity coupled to other Lagrangian field theories and in fact allow the empty-space case to be extended formally to the nongravitation coupling case. Kuchař [36], in his series of papers, gives the other side of the coin by spelling out in detail the canonical formalism for covariant field theories initiated by Dirac (see [29] and the references therein).

Finally, we mention that the formalism of this section can be extended to the case where \( M \) is noncompact. This case has many technical problems but there is one basic difference: the fall-off rate for asymptotically flat metrics is not fast enough to allow integration by parts. This has led Regge and Teitelboim [38] to conclude that the proper Hamiltonian actually generating the evolution equations contains an additional surface integral term corresponding to the mass. Thus, in the asymptotically flat case, the mass can be interpreted as the true generator of the evolution equations after the constraints \( \Phi = 0 \) are imposed. These ideas are discussed further in [23].

3. – The constraint manifold.

Let \( \mathcal{C}_\mathcal{F} = \{ (g, \pi) \in T^*\mathcal{M} | \mathcal{H}(g, \pi) = 0 \} \) denote the set of solutions of the Hamiltonian constraint and let \( \mathcal{C}_\mathcal{F} = \{ (g, \pi) \in T^*\mathcal{M} | \mathcal{F}(g, \pi) = 2\pi^\lambda \frac{\partial \mathcal{F}}{\partial \pi^\lambda} = 0 \} \) denote the set of solutions of the divergence constraint. Thus \( \mathcal{C} = \mathcal{C}_\mathcal{F} \cap \mathcal{C}_\mathcal{F} \subset T^*M \) is the constraint set for the Einstein system.
Two important facts about $\mathcal{C}_\mathcal{X} \cap \mathcal{C}_\mathcal{S}$ are that the constraints are maintained by the evolution equations for any choice of lapse function and shift vector field, and that, generically, $\mathcal{C}_\mathcal{X} \cap \mathcal{C}_\mathcal{S}$ is a smooth submanifold of $T^*\mathcal{M}$.

From the space-time point of view, maintenance of the constraints is equivalent to the contracted Bianchi identities, differential identities generated by the covariance of the field equations, as will be discussed below. Of course, this maintenance is necessary for the consistency of the evolution and constraint equations. (Otherwise, a projection, or Lagrange multiplier, would be present in the evolution equations.)

The manifold nature of $\mathcal{C}_\mathcal{X} \cap \mathcal{C}_\mathcal{S}$, while intrinsically of interest, is the key to understanding the linearization stability of the field equations, as we shall see.

We begin by noting that the Hamiltonian and momentum functions are covariant with respect to the infinite-dimensional gauge group $\mathcal{G}(M)$ of diffeomorphisms of $M$. That is, for any $\eta \in \mathcal{G}(M)$ and $(g, \pi) \in T^*\mathcal{M}$,

$$\mathcal{H}(\eta^* g, \eta^* \pi) = \eta^* \mathcal{H}(g, \pi),$$

$$\mathcal{J}(\eta^* g, \eta^* \pi) = \eta^* \mathcal{J}(g, \pi),$$

and hence

$$\Phi(\eta^* g, \eta^* \pi) = \eta^* \Phi(g, \pi).$$

Here $\eta^*$ denotes the usual pull-back of tensors.

If $\eta_\lambda$ is a curve in $\mathcal{G}(M)$ with $\eta_0 =$ identity, and we define the vector field $X$ by $X = (d\eta_\lambda / d\lambda)|_{\lambda=0}$, then differentiation of the above relations in $\lambda$ at $\lambda = 0$ gives the infinitesimal version of covariance:

$$D \mathcal{H}(g, \pi) \cdot (L_x g, L_x \pi) = L_x (\mathcal{H}(g, \pi)),$$

$$D \mathcal{J}(g, \pi) \cdot (L_x g, L_x \pi) = L_x (\mathcal{J}(g, \pi)),$$

and hence

$$D \Phi(g, \pi) \cdot (L_x g, L_x \pi) = L_x (\Phi(g, \pi)).$$

The next theorem computes the rate of change of $\mathcal{H}$ and $\mathcal{J}$ along a solution of the evolution equations for a general lapse and shift. The infinitesimal covariance accounts for the Lie derivatives in the resulting formulae.

3.1. Theorem. – For an arbitrary lapse $N(\lambda)$ and shift $X(\lambda)$, let $(g(\lambda), \pi(\lambda))$ be a solution of the Einstein evolution equations

$$\frac{\partial}{\partial \lambda} \left( \begin{array}{c} \eta \\ \pi \end{array} \right) = J_0 (D \Phi(g, \pi))^* \left( \begin{array}{c} N \\ X \end{array} \right).$$
Then \((\mathcal{H}(\lambda), \mathcal{J}(\lambda)) = (\mathcal{H}(g(\lambda), \pi(\lambda)), \mathcal{J}(g(\lambda), \pi(\lambda)))\) satisfies the following system of equations:

\[
\frac{\partial \mathcal{H}}{\partial \lambda} + L_x \mathcal{H} + \frac{1}{N} \text{div}(N^x \mathcal{J}) = 0
\]

and

\[
\frac{\partial \mathcal{J}}{\partial \lambda} + L_x \mathcal{J} + (dN) \mathcal{H} = 0.
\]

If, for some \(\lambda_0\) in the domain of existence of the solution, \((g(\lambda_0), \pi(\lambda_0)) = (g_0, \pi_0) \in \mathscr{C}_0 \cap \mathscr{C}_\delta\) (i.e. \(\Phi(g_0, \pi_0) = 0\)), then \((g(\lambda), \pi(\lambda)) \in \mathscr{C}_0 \cap \mathscr{C}_\delta\) for all \(\lambda\) for which the flow exists.

Remark. Thus, if a solution of the evolution equations intersects \(\mathscr{C}_0 \cap \mathscr{C}_\delta\), it must lie wholly within \(\mathscr{C}_0 \cap \mathscr{C}_\delta\).

Proof. Using the infinitesimal covariance of \(\mathcal{H}\), we have

\[
\frac{d \mathcal{H}(g, \pi)}{d\lambda} = D \mathcal{H}(g, \pi) \cdot \left(\frac{\partial g}{\partial \lambda}, \frac{\partial \pi}{\partial \lambda}\right) = D \mathcal{H}(g, \pi) \cdot J \circ (D \Phi(g, \pi))^* \cdot \left(\begin{array}{c} N \\ X \end{array}\right) =
\]

\[
= D \mathcal{H}(g, \pi) \cdot J \circ [(D \mathcal{H}(g, \pi))^* \cdot N + D \mathcal{J}(g, \pi)^* \cdot X] =
\]

\[
= D \mathcal{H}(g, \pi) \cdot J \circ D \mathcal{H}(g, \pi)^* \cdot N + D \mathcal{H}(g, \pi) \cdot (-L_x g, -L_x \pi) =
\]

\[
= D \mathcal{H}(g, \pi) \cdot J \circ D \mathcal{H}(g, \pi)^* \cdot N - L_x \mathcal{H}(g, \pi) =
\]

\[
= D \mathcal{H}(g, \pi) \cdot \left(\begin{array}{c} (D_n \mathcal{H}(g, \pi))^* \cdot N \\ -(D_v \mathcal{H}(g, \pi))^* \cdot N \end{array}\right) =
\]

\[
= D_v \mathcal{H}(g, \pi) \cdot [(D_n \mathcal{H}(g, \pi))^* \cdot N] - D_n \mathcal{H}(g, \pi) \cdot [(D_v \mathcal{H}(g, \pi))^* \cdot N] - L_x \mathcal{H}(g, \pi).
\]

Since \(\mathcal{H}(g, \pi)\) is algebraic in \(\pi\),

\[
D_v \mathcal{H}(g, \pi) = \partial_v \mathcal{H}(g, \pi) \quad \text{and} \quad (D_v \mathcal{H}(g, \pi))^* \cdot N = N \partial_v \mathcal{H}(g, \pi).
\]

From appendix I,

\[
D_v \mathcal{H}(g, \pi) \cdot h = \partial_v \mathcal{H}(g, \Gamma, \pi) \cdot h - (\Delta \text{tr} h + \delta \delta h) \mu(g)
\]

and

\[
(D_v \mathcal{H}(g, \pi))^* \cdot N = N \partial_v \mathcal{H}(g, \Gamma, \pi) - (g \Delta N + \text{Hess } N) \mu(g).
\]

The first two terms in the expression for \(\partial \mathcal{H}/\partial \lambda\) are evaluated as follows:

\[
D_v \mathcal{H} \cdot (D_n \mathcal{H})^* \cdot N - D_n \mathcal{H} \cdot (D_v \mathcal{H})^* \cdot N = D_v \mathcal{H} \cdot (N \partial_v \mathcal{H}) - \partial_n \mathcal{H} \cdot ((D_v \mathcal{H})^* \cdot N) =
\]

\[
= \partial_v \mathcal{H}(g, \Gamma, \pi) \cdot (N \partial_v \mathcal{H}) - (\Delta \text{tr} (N \partial_v \mathcal{H}) + \delta \delta (N \partial_v \mathcal{H})) \mu(g) -
\]

\[
\]
\[ -\partial_{g} \mathcal{H} \cdot (N \partial_{g} \mathcal{H}(g, \Gamma, \pi)) + \partial_{g} \mathcal{H} \cdot (g \Delta N + \text{Hess } N) \mu(g) = \\
= - (\Delta \text{tr } (N \partial_{g} \mathcal{H})) \mu(g) + \partial_{g} \mathcal{H} \cdot (g \Delta N + \text{Hess } N) \mu(g) = \\
= - \delta\delta(N \partial_{g} \mathcal{H} - g \text{tr } \partial_{g} \mathcal{H}) \mu(g) + \text{Hess } N \cdot (\partial_{g} \mathcal{H} - g \text{tr } \partial_{g} \mathcal{H}) \mu(g) = \\
= - \delta\delta(2N\pi) + \text{Hess } N \cdot (2\pi) = - \frac{1}{N} \delta (N^* \delta(2\pi)). \]

In this calculation we have used these subcalculations. Firstly,
\[ \partial_{g} \mathcal{H} = 2((\pi') - \frac{1}{2} (\text{tr } \pi') g) = -2k, \]
so that
\[ \partial_{g} \mathcal{H} - g \text{tr } (\partial_{g} \mathcal{H}) = -2(k - g \text{tr } k) = 2(\pi')^* . \]

Secondly,
\[ \delta\delta(N\pi) = (N\pi')_{\mu\nu} = (N_{\mu\nu} \pi' + N_{\nu\mu} \pi')_{\mu\nu} = N_{\mu\nu} \pi'_{\mu\nu} = 2N\pi' + (N\pi')_{\mu\nu} = \\
\text{Hess } N \cdot \pi + \frac{1}{N} N(N\pi')_{\mu\nu} = \text{Hess } N \cdot \pi + \frac{1}{N} \delta(N^* \delta(\pi)). \]

Thus we arrive at
\[ \frac{\partial \mathcal{H}}{\partial \lambda} = - \frac{1}{N} \delta(N^* \delta(2\pi)) - L_{\mathcal{M}} \mathcal{H} = - \frac{1}{N} \text{div } (N^* \mathcal{F}) - L_{\mathcal{M}} \mathcal{H} . \]

The evolution equation for \( \mathcal{F}(g, \pi) \) follows from infinitesimal covariance of \( \Phi(g, \pi) \) as follows:

Let \( Y \in \mathcal{X} \) be any vector field on \( M \) (independent of \( \lambda \)). Then
\[ \frac{d}{d\lambda} \int \langle Y, \mathcal{F}(g, \pi) \rangle = \int \langle Y, \frac{d \mathcal{F}(g, \pi)}{d\lambda} \rangle = \int \langle Y, D_{g}(\pi) \cdot (\partial_{g} \mathcal{H} \cdot \partial_{g}) \rangle = \\
= \int \langle Y, D_{g}(\pi) \cdot J \circ (D\Phi(g, \pi))^* \cdot (\frac{N}{X}) \rangle = \\
= \int \langle D\Phi(g, \pi) \cdot J \circ (D\mathcal{F}(g, \pi))^* \cdot Y, (\frac{N}{X}) \rangle = \\
= - \int \langle D\Phi(g, \pi) \cdot J \circ (D\mathcal{F}(g, \pi))^* \cdot Y, (\frac{N}{X}) \rangle = (J^* = -J) \\
= \int \langle D\Phi(g, \pi) \cdot (L_{\gamma}g, L_{\gamma} \pi), (N, X) \rangle = \\
= \int \langle L_{\gamma} \Phi(g, \pi), (N, X) \rangle = \text{ (chain rule) } \]
\[ = \int NL_yH_y(\gamma, \pi) + \langle X, L_yJ_y(g, \pi) \rangle = \]
\[ = -\int \langle L_yX, J_y \rangle = \]
\[ = -\int Y(dN)H_x + \int \langle L_xY, J_x \rangle = -\int Y(dN)H_x - \int \langle Y, L_xJ_x \rangle. \]

Since \( Y \) is arbitrary,
\[ \frac{dJ_x}{d\lambda} + L_xJ_x + (dN)H_x = 0. \]

Considering the evolution equations for \((H(\lambda), J(\lambda))\) as a linear first-order system of partial differential equations, we see that, if \((H(\lambda_0), J(\lambda_0))\) starts out zero, then by uniqueness for such a system it must remain zero for the entire flow. \( \square \)

**Remarks.**

1) An interesting feature of these equations is that the \( \lambda \)-derivatives of \( N \) and \( X \) do not appear.

2) In appendix II we show that these equations are equivalent to Dirac's canonical commutation relations for general relativity.

The following infinitesimal versions of 3.1 will be important in understanding and interpreting a splitting due to Moncrief [4] and in the construction leading to the space of gravitational degrees of freedom.

### 3.2. Proposition.

Let \((g, \pi) \in \mathcal{G}_\mathcal{F} \cap \mathcal{G}_\delta\). Then

\[ \text{range } J \circ (D\Phi(g, \pi))^* \subset \ker D\Phi(g, \pi). \]

**Proof.** Let \((h, \omega) \in \text{range } J \circ (D\Phi(g, \pi))^*\) and \((N, X) \in C^0 \times \mathcal{F}\) be such that \((h, \omega) = J \circ (D\Phi(g, \pi))^* \cdot (N, X)\). Let \((N(\lambda), X(\lambda))\) be an arbitrary lapse and shift such that \((N(0), X(0)) = (N, X)\). Let \((g(\lambda), \pi(\lambda))\) be the solution to the evolution equations with lapse and shift \((N(\lambda), X(\lambda))\) and with initial data \((g, \pi) \in \mathcal{G}_\mathcal{F} \cap \mathcal{G}_\delta\). Since \( \Phi(g, \pi) = 0 \), by theorem 3.1, \( \Phi(g(\lambda), \pi(\lambda)) = 0 \) for all \( \lambda \) for which the solution exists. Hence

\[ 0 = \frac{d}{d\lambda} \Phi(g(\lambda), \pi(\lambda))_{t=0} = \left( D\Phi(g(\lambda), \pi(\lambda)) \begin{pmatrix} \frac{\partial g(\lambda)}{\partial \lambda} & \frac{\partial \pi(\lambda)}{\partial \lambda} \end{pmatrix} \right)_{t=0} = \]
\[ = \left( D\Phi(g(\lambda), \pi(\lambda)) \cdot J \circ (D\Phi(g(\lambda), \pi(\lambda))^* \cdot \begin{pmatrix} N(\lambda) \\ X(\lambda) \end{pmatrix} \right)_{t=0} = \]
\[ = D\Phi(g, \pi) \cdot J \circ D\Phi(g, \pi) \cdot \begin{pmatrix} N \\ X \end{pmatrix} = D\Phi(g, \pi) \cdot (h, \omega). \]

Hence \((h, \omega) \in \ker D\Phi(g, \pi)\). \( \square \)
We now examine the manifold structure of the constraint set $\mathcal{C}_\pi \cap \mathcal{C}_\alpha$.

We introduce the following conditions on $(g, \pi) \in T^* \mathcal{M}$:

$C_\pi$: if $\pi = 0$, then $g$ is not flat;

$C_\alpha$: if, for $X \in \mathcal{X}(M)$, $L_X g = 0$ and $L_X \pi = 0$, then $X = 0$;

$C_\alpha$: $\text{tr} \pi'$ is a constant on $M$.

We consider the constraints one at a time; first, the Hamiltonian constraint.

3.3. Proposition. – Let $(g, \pi) \in \mathcal{C}_\pi$ satisfy condition $C_\pi$. Then $\mathcal{C}_\pi$ is a $C^\infty$ submanifold of $T^* \mathcal{M}$ in a neighborhood of $(g, \pi)$ with tangent space

$$T_{(g, \pi)} \mathcal{C}_\pi = \ker \, D\mathcal{H}(g, \pi).$$

Proof. Consider the map $\mathcal{H}: T^* \mathcal{M} \to \mathcal{G}_\alpha^\infty$; $(g, \pi) \to \mathcal{H}(g, \pi)$. We shall show that, under condition $C_\pi$,

$$D\mathcal{H}(g, \pi): T_{(g, \pi)}(T^* \mathcal{M}) = S_2 \times S_2^2 \to T_{(g, \pi)} \mathcal{G}_\alpha^\infty = \mathcal{C}_\pi^\infty$$

is surjective with splitting kernel so that $\mathcal{H}$ is a submersion at $(g, \pi)$. If we use Sobolev spaces and the implicit function theorem, and then pass to the $C^\infty$ case via a regularity argument, it follows that $\mathcal{C}_\pi = \mathcal{H}^{-1}(0)$ is a smooth submanifold in a neighborhood of $(g, \pi)$.

From the elliptic theory (sect. 1), it follows that $D\mathcal{H}(g, \pi)$ is surjective provided that its $L^*_1$-adjoint

$$D\mathcal{H}(g, \pi)^*: \mathcal{G}_\alpha^\infty \to S_2^2 \times S_2,$$

$$(D\mathcal{H}(g, \pi))^* N =
\begin{align*}
\left( - NS_2(\pi, \pi) + N \text{Ein} (g) - \text{Hess} N + g \Delta N \right) \mu(g),
2N((\pi')^2 - \frac{1}{2} (\text{tr} \pi') g)
\end{align*}$$

is injective and has injective symbol.

The symbol of $D\mathcal{H}(g, \pi)^*$ is

$$\sigma_1(D\mathcal{H}(g, \pi)^*) = \left( - \xi \otimes \xi + g \|\xi\|^2 \right) \mu(g), 0): R \to \left( (T^*_s M \otimes T^*_s M)_\alpha \mu(g) (T^*_s M \otimes T^*_s M)_{\alpha s} \right)$$

for $\xi \in T^*_s M$. For $s \in R$, $\xi \neq 0$, $(- \xi \otimes \xi + g \|\xi\|^2) s = 0$ implies, by taking the trace, $2\|\xi\|^2 s = 0$, so $s = 0$, so that the symbol is injective. Thus from the Fredholm alternative theorem (sect. 1) we have the $L^*_1$-orthogonal splitting

$$\mathcal{C}_\pi^\infty = \text{range } D\mathcal{H}(g, \pi) \oplus \left( \ker (D\mathcal{H}(g, \pi)^*) \right) \otimes \mu(g).$$
Thus if \( \ker \mathcal{D}(g, \pi)^* = \{0\} \), \( \mathcal{D}(g, \pi) \) is surjective. Any \( N \in \ker \mathcal{D}(g, \pi)^* \) satisfies

\[
a) - N\mathcal{S}(\pi, \pi) + (N \text{Ein}(g) - \text{Hess} N - g\Delta N) \mu(g) = 0, \\
b) 2N(\pi') - \frac{1}{2} (\text{tr} \pi') g = 0.
\]

Taking the trace of \( b) \) gives \( N(\text{tr} \pi') = 0 \) and so from \( b) \) again \( N \pi = 0 \). Thus from \( a) \)

\[
c) N \text{Ein}(g) - \text{Hess} N - g\Delta N = 0.
\]

From the trace of \( c) \)

\[
2\Delta N + \frac{1}{2} R(g) N = 0.
\]

However, from \( \mathcal{H}(g, \pi) = 0 \) and \( N \pi = 0 \), it follows that \( NR(g) = 0 \). Hence

\[
\Delta N = 0
\]

and so \( N = \text{constant} \).

If \( \pi \neq 0 \), then \( N \pi = 0 \) implies \( N = 0 \), since \( N \) is constant. Thus \( \mathcal{D}(g, \pi)^* \) is injective and hence \( \mathcal{D}(g, \pi) \) is surjective.

If \( \pi = 0 \), then, from \( a) \), \( N \text{Ein}(g) = 0 \) implies \( NR(g) = 0 \). Thus, if \( N \neq 0 \), then \( \text{Ric}(g) = 0 \) and hence \( g \) is flat, since \( \dim M = 3 \). But a flat \( g \) and \( \pi = 0 \) is ruled out by condition \( C_\mathcal{H} \). Hence \( N = 0 \), and again \( \mathcal{D}(g, \pi) \) is surjective.

\( \square \)

\textbf{Remark.} If \( g = g_e \) is flat and \( \pi = 0 \),

\[
\ker \mathcal{D}(g, \pi)^* = \{\text{constant functions on } M\} = R.
\]

Next we investigate the divergence constraint.

\[
3.4. \text{Proposition.} - \text{If } (g, \pi) \in \mathcal{C}_4 = \{(g, \pi)| \mathcal{J}(g, \pi) = 0 \subset T^*M \text{ satisfies condition } C_4, \text{ then } \mathcal{C}_4 \text{ is a smooth submanifold of } T^*M \text{ in a neighborhood of } (g, \pi) \text{ with tangent spaces}
\]

\[
T_{\alpha, \mathcal{C}_4} = \ker \mathcal{D}(g, \pi)^*.
\]

\textbf{Proof.} The derivative of \( \mathcal{J}(g, \pi) \) and its adjoint were computed in sect. 2:

\[
\mathcal{D}(g, \pi)^* \cdot X = (L_x \pi, - L_x g).
\]

The symbol is injective (from its injectivity in the second component alone). The kernel of \( \mathcal{D}(g, \pi)^* \) is \( \{X| L_x \pi = 0, L_x g = 0\} \), so that injectivity of \( \mathcal{D}(g, \pi)^* \) is exactly condition \( C_4 \). \( \square \)
Remark. The regular points \((g, \pi)\) satisfying condition \(C_0\) are just those \((g, \pi)\) having discrete isotropy group under the action of the diffeomorphism group \(\mathcal{G}(\mathcal{M})\) acting on \(T^*\mathcal{M} \approx \mathcal{M} \times S^*_0\) by pull-back (see [6], p. 258).

To show that the intersection \(\mathcal{E} = \mathcal{E}_\mathcal{F} \cap \mathcal{E}_\mathcal{G}\) is a submanifold of \(T^*\mathcal{M}\), we need additional restrictions because there may be points at which the intersection is not transversal. At this point it is necessary to assume that \((g, \pi)\) satisfies the condition \(\text{tr} \pi = \text{const}\).

3.5. Theorem. — Let \((g, \pi) \in \mathcal{E}_\mathcal{F} \cap \mathcal{E}_\mathcal{G}\) satisfy the conditions \(C_\mathcal{F}, C_\mathcal{G}\) and \(C_\mathcal{I}\). Then the constraint set \(\mathcal{E} = \mathcal{E}_\mathcal{F} \cap \mathcal{E}_\mathcal{G}\) is a \(C^\infty\) submanifold of \(T^*\mathcal{M}\) in a neighborhood of \((g, \pi)\) with tangent space

\[T_{g,\pi}\mathcal{E} = \ker D\Phi(g, \pi),\]

where \(\Phi = (\mathcal{H}, \mathcal{I})\).

Proof. We want to show \(D\Phi(g, \pi) = (D\mathcal{H}(g, \pi), D\mathcal{I}(g, \pi))\) is surjective for \((g, \pi) \in \mathcal{E}\) and satisfying the given conditions. The adjoint

\[D\Phi(g, \pi)^*: C^\infty \times \mathcal{F} \to S^*_0 \times S^*_2,\]

\[(N, X) \mapsto D\Phi(g, \pi)^*(N, X) = D\mathcal{H}(g, \pi)^*N + D\mathcal{I}(g, \pi)^*X\]

is given in proposition 2.2. For \(\xi \in T^*_\mathcal{M}, \xi \neq 0\), the symbol of this map, \(\sigma_\xi(D\Phi(g, \pi)^*)\), \(\xi \in T^*_\mathcal{M}\), may be shown to be injective, as above (see, however, remarks on various types of ellipticity in [19]). Thus it remains to show that \(D\Phi(g, \pi)^*\) is injective. Let \((N, X) \in \ker D\Phi(g, \pi)^*\). Then from the formula for \(D\Phi(g, \pi)^*\) we have

\[a) - NS_0(\pi, \pi) + (N \text{Ein}(g) - (\text{Hess} N + g \Delta N)^\pi) \mu_\tau + L_\pi = 0\]

and

\[b) 2N((\pi') - \frac{1}{2}(\text{tr} \pi')g) - L_\pi = 0.\]

Taking the trace of \(a)\) and \(b)\), we get

\[c) - \frac{N}{2} \mathcal{H}(g, \pi) + 2(\Delta N) \mu_\tau - \text{tr} L_\pi = 0\]

and

\[d) - N \text{tr} \pi' + 2\delta_\pi X = 0.\]

Now

\[\text{tr} L_\pi = X \cdot \text{d tr} \pi - \pi \cdot L_\pi + (\text{div} X)(\text{tr} \pi),\]
since

\[ L_x \pi = (L_x \pi') \otimes \mu_x + \pi' \otimes (\text{div } X) \mu_x \]

(in co-ordinates, \((L_x \pi)' = X' X' + \pi' X' + \pi' X' + X' X' \pi' \)).

Since \(\pi'(g, \pi) = 0\), \(e\) reduces to

\[ 2(\Delta N) \mu(g) - (X \cdot \text{tr } \pi - \pi \cdot L_x g + (\text{div } X)(\text{tr } \pi)) = 0. \]

Using \(b\) and \(d\) to eliminate \(L_x g\) and \(\text{div } X\) respectively in \(e\) gives

\[ \begin{align*}
 2(\Delta N) & - X \cdot \text{tr } \pi' + \pi' L_x g - (\text{div } X)(\text{tr } \pi') = \\
 2 \Delta N & + 2N \pi' \cdot (\pi' - \frac{1}{2} (\text{tr } \pi') g) + \frac{N}{2} (\text{tr } \pi')(\text{tr } \pi') - X \cdot \text{tr } \pi' = \\
 2 \Delta N & + 2N \pi' \cdot \pi' + \frac{N}{2} (\text{tr } \pi')^2 - X \cdot \text{tr } \pi' = \\
 & = 2 \Delta N + 2N \left( \pi' \cdot \pi' - \frac{1}{4} (\text{tr } \pi')^2 \right) - X \cdot \text{tr } \pi' = 0.
\end{align*} \]

Since

\[ P(\pi', \pi') \otimes \pi' \cdot \pi' - \frac{1}{4} (\text{tr } \pi')^2 = (\pi' - \frac{1}{2} (\text{tr } \pi') g) \cdot (\pi' - \frac{1}{2} (\text{tr } \pi') g), \]

we note that the coefficient of \(N\) is positive definite. Thus, if \(\text{tr } \pi' = \text{const}\), \(f\) becomes

\[ 2 \Delta N + 2P(\pi', \pi') N = 0, \]

which implies \(N = 0\) unless \(\pi' = 0\), in which case \(N = \text{const}\). In this case, from \(a\), \(E_0 (g) = 0\) and so \(\text{Ric} (g) = 0\), i.e. \(g\) is flat since \(\text{dim } M = 3\). However, the case \((g_r, 0)\), where \(g_r\) is flat, is excluded by condition \(C_{\pi'}\). Thus, \(\pi' \neq 0\) and \(N = 0\). Then, by \(a\) and \(b\), \(L_x g = 0\) and \(L_x \pi = 0\), which by condition \(C_6\) implies \(X = 0\). Thus \((N, X) = (0, 0)\) and so \(D \Phi(g, \pi)\) is injective, under conditions \(C_{\pi'}, C_6\) and \(C_6\). \(\square\)

Remark. That one must impose the condition \(\text{tr } \pi' = \text{const}\) to show that the intersection \(\mathcal{C}_{\pi'} \cap \mathcal{C}_6\) is a manifold is an annoying feature of the analysis. One suspects that under conditions \(C_{\pi'}\) and \(C_6\) alone the system \(a\) and \(b\) is injective. The difficulty is that in the system, say \(f\) and \(b\) for \((N, X)\), the \(X \cdot \text{tr } \pi'\) coupling terms seems to be sufficient to prevent one from showing uniqueness for this system. The results of Moncrief, discussed in sect. 4, will shed light on this point.

In the following paper it is shown that many space-times with compact spacelike hypersurfaces that satisfy the weak energy condition \(\text{Ric} (\pi) > 0\) have \(\text{tr } \pi' = \text{constant}\) hypersurfaces. Thus these preferred hypersurfaces will be the place to check conditions \(C_{\pi'}\) and \(C_6\).
In the following sections the above theorem will be the main tool in proving that generically the Einstein empty-space field equations are linearization stable.

4. — The linearized Einstein system.

Preparatory to studying linearization stability of the Einstein equations, we study the linearized Einstein system

\[ D \text{Ein} \left( (\psi_0 g^0) \right) \cdot (\psi) h = 0, \]

where \( (\psi_0 g^0) \) is a solution of the (empty space) field equations, \( \text{Ein} \left( (\psi_0 g^0) \right) = 0 \). We shall consider these equations from both the space-time and dynamical points of view and then discuss some relationships between them.

Given a space-time \((V, (\psi) g)\) let \( \Box_L \) denote the Lichnerowicz Laplacian acting on symmetric two-tensors \( (\psi) h \in \mathcal{S}_L(V) \); in coordinates \( \{x^a\} \),

\[ (\Box_L (\psi) h)_{\alpha\beta} = -g^{\mu\nu} h_{\alpha\beta;\mu\nu} + R^\alpha_{\mu\nu} h_{\mu\beta} + R^\mu_{\alpha\nu} h_{\mu\beta} - 2R^\alpha_{\mu\nu} h_{\mu\beta}. \]

Let \( (\Box (\psi) h)_{\alpha\beta} = -g^{\mu\nu} h_{\alpha\beta;\mu\nu} \) be the usual d'Alembertian on two-tensors (note our sign conventions).

We collect three useful variational formulae in the following

4.1. Proposition.

a) \( D \text{Ric} \left( (\psi) g \right) \cdot (\psi) h = \frac{1}{2} \left\{ \Box_L (\psi) h - \alpha_{\mu
u} \delta_{\mu\nu} (\psi) h - \text{Hess tr} \left( (\psi) h \right) \right\} = \]

\[ = \frac{1}{2} \left\{ \Box_L (\psi) h - \alpha_{\mu
u} \delta_{\mu\nu} (\psi) h - \frac{1}{2} \text{tr} \left( (\psi) h \right) \right\}. \]

b) \( D R \left( (\psi) g \right) \cdot (\psi) h = \Box \text{tr} \left( (\psi) h \right) + \delta_{\mu\nu} \delta_{\mu\nu} (\psi) h - (\psi) h \cdot \text{Ric} \left( (\psi) g \right) \),

c) \( D \text{Ein} \left( (\psi) g \right) \cdot (\psi) h = \frac{1}{2} \left\{ \Box_L (\psi) h - \alpha_{\mu
u} \delta_{\mu\nu} (\psi) h - (\psi) h \cdot \text{Ric} \left( (\psi) g \right) \right\} + \]

\[ + \frac{1}{2} \left\{ (\psi) h \cdot \text{Ric} \left( (\psi) g \right) \right\}. \]

Here, as usual,

\[ \alpha_{\mu\nu} (\psi) X = L_{(\psi) g} (\psi) g = X_{\alpha\beta} + X_{\beta\alpha}, \]

\[ \delta_{\mu\nu} (\psi) h = -h_{\alpha\beta}, \]

\[ \Box \text{tr} (\psi) h = -g^{\mu\nu} h_{\gamma;\alpha\beta}. \]

And where \( (\psi) \tilde{h} = (\psi) h - \frac{1}{2} \left( \text{tr} (\psi) h \right) (\psi) g \), i.e. \( h_{\alpha\beta} = \tilde{h}_{\alpha\beta} - \frac{1}{2} h_{\gamma;\alpha\beta} g_{\alpha\beta} \).

These formulae in the Riemannian case have already been alluded to in sect. 2 during consideration of \( D \Phi \). It is instructive to derive \( b) \) and \( c) \) from the more primitive formula \( a) \). For the method to prove \( a) \) and a direct proof of \( b) \), see appendix I.
**Proof of a)** = b). We suppress the superscript \(^{(a)}\):

\[
D R(g) \cdot h = D (g^{-1} \cdot \text{Ric}(g)) \cdot h = \\
= D (g^{-1}) \cdot \text{Ric}(g) + g^{-1} \cdot D \text{Ric}(g) \cdot h = \\
= - h \cdot \text{Ric}(g) + \frac{1}{2} \{ \Box_h h - \Delta_h h - \text{Hess} (\text{tr} \ h) \} = \\
= - h \cdot \text{Ric}(g) + \frac{1}{2} \{ \Box \text{tr} h + 2 \Delta_h h + \Box_h h \} = \\
= \Box (\text{tr} h) + \Delta_h h - h \cdot \text{Ric}(g).
\]

Here we have used \(\text{tr} \Box_h h = \Box \text{tr} h\).

**Proof of a)** = c). Since \(\text{Ein}(g) = \text{Ric}(g) - \frac{1}{2} R(g) g\),

\[
D \text{Ein}(g) \cdot h = D \text{Ric}(g) \cdot h - \frac{1}{2} (D R(g) \cdot h) g - \frac{1}{2} R(g) D (g) \cdot h = \\
= \frac{1}{2} \{ \Box_h h - \Delta_h h - \frac{1}{2} (\text{tr} h) g \} - \frac{1}{2} \{ \Box \text{tr} h + 2 \Delta_h h - h \cdot \text{Ric}(g) \} g - \frac{1}{2} R(g) h = \\
= \frac{1}{2} \{ \Box_h h - \frac{1}{2} \Box \text{tr} h - \Delta_h h - (\Delta_h h + \frac{1}{2} \Box \text{tr} h) g \} + \\
+ \frac{1}{2} \{ [h \cdot \text{Ric}(g) - \frac{1}{2} (\text{tr} h) R(g)] g - [R(g) h - \frac{1}{2} (\text{tr} h) R(g) g] \}.
\]

These are the corresponding five terms in the expression c). \(\square\)

If \(\text{Ein}^{(a)}(g) = 0\), then \(\text{Ric}^{(a)}(g) = 0\) and \(R^{(a)}(g) = 0\), so c) becomes

\[
D \text{Ein}^{(a)}(g) \cdot h = \frac{1}{2} \{ \Box^{(a)} h - \Delta^{(a)} h - \Delta^{(a)} h - (\Delta^{(a)} h + \frac{1}{2} \Box \text{tr} h) g \}.
\]

We shall now derive a useful second-order variational formula due to Taub [39].

4.2. **Theorem** — Let \(\text{Ein}^{(a)}(g) = 0\) and \(\text{Ein}^{(a)}(h) \in S_4(V_4)\). Then

\[
\delta^{(a)}_{\omega}(D \text{Ein}^{(a)}(g) \cdot h) = 0.
\]

If, moreover, \(\text{Ein}^{(a)}(h)\) satisfies the linearized equations, \(D \text{Ein}^{(a)}(g) \cdot h = 0\), then

\[
\delta^{(a)}_{\omega}(D^2 \text{Ein}^{(a)}(g) \cdot (\text{Ein}^{(a)}(h) \cdot h)) = 0.
\]

**Proof.** Let \(\text{Ein}(g)\) be a curve of Lorentz metrics, such that \(\text{Ein}(0) = \text{Ein}(g)\) and \(\delta^{(a)}(\text{Ein}(g))\) \(\mid_{t=0} = \text{Ein}^{(a)}(h)\). Now differentiate the contracted Bianchi identities

(1) \[
\delta^{(a)}_{\omega}(\text{Ein}^{(a)}(g)) = 0.
\]
with respect to \( \varrho \) and set \( \varrho = 0 \):

\[
(D_\mu (\delta_{\mu \nu}) \cdot (\tau^h)) \, \text{Ein} \, ((\tau g)) + \delta_{\nu \sigma} (D \text{Ein} \, ((\tau g)) \cdot (\tau^h)) = 0 .
\]

Since Ein \((\tau g)) = 0\), this gives the first result.

For the second, differentiate (1) twice with respect to \( \varrho \) and set \( \varrho = 0 \):

\[
D^i (\delta_{\mu \nu}) \cdot (\tau^h) \, \text{Ein} \, ((\tau g)) + 2 D (\delta_{\mu \nu}) \cdot (\tau^h) \cdot (D \text{Ein} \, ((\tau g)) \cdot (\tau^h)) + \\
+ \delta_{\nu \sigma} (D^2 \text{Ein} \, ((\tau g)) \cdot (\tau^h) \cdot (\tau^h)) + \delta_{\nu \sigma} (D \text{Ein} \, ((\tau g)) \cdot (\tau g) \cdot (\tau^h)(0)) = 0 .
\]

Using the first equation in 4.2 and the conditions Ein \((\tau g)) = 0\) and D Ein \((\tau g)) \cdot (\tau^h) = 0\), this gives the second result. \(\square\)

The second-order result just obtained will be useful below in our discussions of linearization stability.

We next discuss the "canonical" decomposition

\[
(\tau h) = (\tau h) + L_{\mu \nu} (\tau g),
\]

where \(\delta_{\mu \nu} (\tau h) - \frac{1}{2} \text{tr} (\tau h) (\tau g) = 0\), in the Lorentzian case. Such an \(\tau X\) must satisfy

\[
\delta_{\mu \nu} (\tau h - \frac{1}{2} \text{tr} (\tau h) (\tau g)) = \delta_{\mu \nu} (L_{\mu \nu} (\tau g) - \frac{1}{2} \text{tr} (L_{\mu \nu} (\tau g)) (\tau g)) = \\
= \delta_{\mu \nu} L_{\mu \nu} (\tau g) - d \delta_{\mu \nu} (\tau X) = \Box (\tau X) - 2 \text{Ric} (\tau g) \cdot (\tau X).
\]

A solution to this hyperbolic equation is determined by a set of Cauchy data. Note that solutions are not unique, and the decomposition is not unique, although it does exist. In fact \(\tau h\) is nonunique up to terms \(L_{\mu \nu} (\tau g)\), where \(\tau Y\) is a solution to

\[
\Box (\tau Y) - 2 \text{Ric} (\tau g) \cdot (\tau Y) = 0
\]

(or \(\tau X\) is nonunique up to such \(\tau Y\)). The situation is to be contrasted with the Riemannian case where \(X\) is unique up to a Killing field.

To nail \(\tau X\) down we shall single out special Cauchy data, namely zero. We summarize this discussion.

4.3. Proposition. - Let \((V_4, \tau g)\) be a space-time with a Cauchy hypersurface \(\Sigma\). For \(\tau h \in S_4 (V_4)\) there is a unique decomposition

\[
(\tau h) = (\tau h) + L_{\mu \nu} (\tau g)
\]

such that

i) \(\delta_{\mu \nu} (\tau h - \frac{1}{2} \text{tr} (\tau h) (\tau g)) = 0\)
and

\[ \text{ii) if } x_0 \in \Sigma, \quad \langle X(x_0) = 0 \quad \text{and} \quad D^\omega X(x_0) = 0, \quad \text{i.e. } \langle X(x_0) = 0 \quad \text{and} \quad \nabla_{\omega_x} \langle X(x_0) = 0, \quad \text{where } \langle Z \text{ is the unit normal to } \Sigma.} \]

For any diffeomorphism \( F : V_4 \rightarrow V_4 \), we have the covariance property

\[ \text{Ein} (F^* \langle g_0) = F* \text{Ein} (\langle g_0). \]

From this it follows (as earlier) that infinitesimal covariance holds:

\[ D \text{Ein} (\langle g_0) \cdot L_{\omega_x} \langle g = L_{\omega_x} \text{Ein} (\langle g_0). \]

Thus, if \( \text{Ein} (\langle g_0) = 0 \), any gauge perturbation \( L_{\omega_x} \langle g \) satisfies the linearized equations.

If we put this together with the above decomposition, the linearized field equations about \( \langle g_0 \) for \( \langle h = \langle h + L_{\omega_x} \langle g \) become

\[ \Box_{\omega} \langle h = 0, \]

where

\[ \langle h = \langle h - \frac{1}{2} \text{tr} (\langle h) \langle g \quad \text{and} \quad \delta_{\omega_x} (\langle h) = 0. \]

We now recall the existence and uniqueness theorems for the full nonlinear and then the linearized Einstein equations; see [40] or [41].

4.4. Theorem. – Fix a compact \( M \) and let \( (g_0, \pi_0) \in \mathcal{C}_p \bigcap \mathcal{C}_s \). Then there is a space-time \( (V_4, \langle g_0) \) and a spacelike embedding \( i_0 : M \rightarrow V_4 \) such that

i) \( \text{Ein} (\langle g_0) = 0 \),

ii) the metric and conjugate momentum induced on \( \Sigma_0 = i_0(M) \) is \( (g_0, \pi_0) \),

iii) \( (V_4, \langle g_0) \) is maximal (i.e. cannot be properly and isometrically embedded in another space-time with properties i) and ii)).

This space-time \( (V_4, \langle g_0) \) is unique in the sense that, if we have another \( (V'_4, \langle g'_0) \) with i)-iii) holding, there is a unique diffeomorphism \( F : V_4 \rightarrow V'_4 \) such that

i) \( F^* \langle g'_0 = \langle g_0 \) (i.e. \( F \) is an isometry)

and

ii) \( F \circ i_0 = i'_0. \)
Remarks. The local existence and uniqueness is found in, e.g., [30, 32, 33], as was mentioned earlier. The maximality part is due to Choquet-Bruhat and Geroch [40]. The uniqueness of $F$ uses the fact that an isometry is determined by its action on a frame at a point.

4.5. Theorem. Let $(V, \gamma^g_0)$ be a vacuum space-time, i.e., $\text{Ein}(\gamma^g_0) = 0$ with a compact Cauchy surface $\Sigma_0 = i_0(M)$ and with induced metric and canonical momentum $(g_0, \pi_0) \in \mathcal{G}_{\text{ca}} \cap \mathcal{G}_{\text{ca}}$. Let $(h_0, \omega_0) \in S_e \times S^e$ satisfy the linearized constraint equations, i.e.

$$D\Phi(g_0, \pi_0) \cdot (h_0, \omega_0) = 0.$$

Then there exists an $(\gamma^h_0) \in S_e(V_4)$ such that

$$D\text{Ein}(\gamma^g_0) \cdot \gamma^h_0 = 0$$

and such that the linearized Cauchy data induced by $(\gamma^h_0)$ on $\Sigma_0$ are $(h_0, \omega_0)$.

If $(\gamma^h'_0)$ is another such solution, there is a unique vector field $(\gamma^X)$ on $V_4$ such that

$$(\gamma^h'_0) = (\gamma^h_0) + L_{(\gamma^X)}(\gamma^g_0)$$

and $(\gamma^X)$ and its derivative vanish on $\Sigma_0$.

Remark. The linearized Cauchy data are defined in the same manner as the $(g, \pi)$ are defined. In fact, if $(\gamma g(q))$ is a curve of Lorentz metrics tangent to $(\gamma h)$ at $(\gamma g_0)$, then

$$(h_0, \omega_0) = \left( \frac{\partial g(q)}{\partial q} \bigg|_{q=0}, \frac{\partial \pi(q)}{\partial q} \bigg|_{q=0} \right),$$

where $(g(q), \pi(q))$ are the induced Cauchy data from $(\gamma g(q))$.

Theorem 4.5 is proved as follows: one begins by working in the linearized harmonic gauge $\delta_{\omega}(\gamma^h_0) = 0$ for which the linearized equations are the hyperbolic equation

$$\Box_l (\gamma^h_0) = 0.$$

For uniqueness, one notes that, if $(\gamma^h_0)$ and $(\gamma^h'_0)$ are two solutions, $(\gamma^h_0)$ and $(\gamma^h'_0)$ both satisfy $\Box_l (\gamma^h) = 0$ and have the same Cauchy data. The result then follows by using proposition 4.3.

Now we consider the linearized equations from the dynamical point of view. Recall that, if $dx/d\lambda = A(x)$ is a nonlinear differential equation, the linearized equations about a solution $x(\lambda)$ are

$$\frac{dy}{d\lambda} = D_A(x(\lambda)) \cdot y.$$
These may be obtained by supposing there is a curve \( x(\lambda, q) \) of exact solutions with \( x(\lambda, 0) = x(\lambda) \) and \( (\partial / \partial q)x(\lambda, q) \big|_{q=0} = y(\lambda) \) and differentiating \( \partial x / \partial \lambda = A(x) \) in \( q \) and evaluating at \( q = 0 \).

The linearized Einstein dynamical system is obtained by the same procedure. Specifically, let \( \text{Ein} \left( ^{1\mu}g_\mu \right) = 0, \ ^{1\mu}h \in S_q(\Sigma) \), and let \( ^{1\mu}g(q) \) be a curve of exact solutions, \( \text{Ein} \left( ^{1\mu}g(q) \right) = 0 \), with \( ^{1\mu}g(0) = ^{1\mu}g_\mu \) and \( ^{1\mu}h = \partial ^{1\mu}g(0) / \partial q \), so that \( ^{1\mu}h \) satisfies the linearized equations \( D \text{Ein} \left( ^{1\mu}g_\mu \right) = 0 \). Let \( i_1 \in E^m(M, V_\lambda, ^{1\mu}g(q)) \) be a fixed slicing of \( V_\lambda \); for \( q \) sufficiently small, \( i_1 \) will remain spacelike in the varying metrics \( ^{1\mu}g(q) \). By theorem 2.3, for each \( q \), we have

\[
\begin{pmatrix}
\frac{\partial g(\lambda, q)}{\partial \lambda} \\
\frac{\partial \pi(\lambda, q)}{\partial \lambda} \\
\frac{\partial \omega(\lambda, q)}{\partial \lambda}
\end{pmatrix} = J_o D \Phi(g(\lambda, q), \pi(\lambda, q)) \cdot 
\begin{pmatrix}
N(\lambda, q) \\
X(\lambda, q)
\end{pmatrix}
\]

and

\[
\Phi(g(\lambda, q), \pi(\lambda, q)) = 0.
\]

The lapse and shift depend on \( q \) even though the slicing is fixed, because the decomposition of \( ^{1\mu}X \) depends on the normal to \( \Sigma \) and hence on \( ^{1\mu}g(q) \). Also, \( g(\lambda, 0) = g(\lambda), \pi(\lambda, 0) = \pi(\lambda), N(\lambda, 0) = N(\lambda) \) and \( X(\lambda, 0) = X(\lambda) \), where \( (g(\lambda), \pi(\lambda)) \) are induced on \( \Sigma \) by \( ^{1\mu}g_\mu \) and \( (N(\lambda), X(\lambda)) \) are the lapse-shift decomposition of \( ^{1\mu}X_i \), in the metric \( ^{1\mu}g_\mu \).

Differentiating these equations with respect to \( \partial \), interchanging \( q \)- and \( \lambda \)-derivatives, letting \( q = 0 \), and letting

\[
h(\lambda) = \frac{\partial g(\lambda, 0)}{\partial q}, \quad \omega(\lambda) = \frac{\partial \pi(\lambda, 0)}{\partial q}
\]

and

\[
U(\lambda) = \frac{\partial N(\lambda, 0)}{\partial q}, \quad V(\lambda) = \frac{\partial X(\lambda, 0)}{\partial q}
\]

gives the following:

(linearized evolutions equations)

\[
\begin{pmatrix}
\frac{\partial h(\lambda)}{\partial \lambda} \\
\frac{\partial \omega(\lambda)}{\partial \lambda} \\
\frac{\partial \omega(\lambda)}{\partial \lambda}
\end{pmatrix} =
J_o D \left[ D \Phi(g(\lambda), \pi(\lambda)) \cdot 
\begin{pmatrix}
N(\lambda) \\
X(\lambda)
\end{pmatrix}
\right] \cdot 
\begin{pmatrix}
h(\lambda) \\
\omega(\lambda)
\end{pmatrix} +
J_o D \Phi(g(\lambda), \pi(\lambda)) \cdot 
\begin{pmatrix}
V(\lambda)
\end{pmatrix},
\]

(linearized constraint equations)

\[
D \Phi(g(\lambda), \pi(\lambda)) \cdot (h(\lambda), \omega(\lambda)) = 0.
\]
Remarks. Since $J$ and the (natural) adjoint operator are linear and independent of the metric, they contribute no terms. (Here is a computational advantage of natural adjoints.)

As in the full nonlinear case, one regards $U(\lambda)$, $V(\lambda)$, the infinitesimal variations of the lapse and shift, as arbitrarily specifiable (possibly zero). Then $h(\lambda)$, $\omega(\lambda)$ are determined by the linearized evolution equations and their value at $\lambda = 0$.

The maintenance of the linearized constraint equations in $\lambda$ is guaranteed by the linearized contracted Bianchi identities (see theorem 4.2 and what follows).

We now discuss the relationship between $(\omega)h$ and $(h, \omega, U, V)$. Let a slicing be fixed, giving co-ordinates $\{x^\gamma\}$ and let $(\omega)g(\gamma)$, $g(\lambda, \gamma)$, $\pi(\lambda, \gamma)$, etc. be as above. The following formulae are derived directly:

\[ g_{\nu}(\lambda, \gamma) = (\omega)g_{\nu}(\lambda, \gamma), \quad (\omega)g_{\nu}(\lambda, \gamma) = - g_{\nu}(\lambda, \gamma) X^\nu(\lambda, \gamma), \]

\[ (\rho)g^{\alpha\beta}(\lambda, \gamma) = - \frac{1}{N(\lambda, \gamma)} X^\nu(\lambda, \gamma), \]

\[ h_{\nu}(\lambda) = (\omega)h_{\nu}, \quad (\omega)h_{\nu}(\lambda) = - h_{\nu} X^\nu - V^\nu, \]

\[ (\omega)h^{\alpha\beta}(\lambda) = 2 U(\lambda)/(N(\lambda))^2, \]

\[ (\omega)Z = (\omega)Z = \frac{1}{N}(1, X^\gamma), \]

\[ (\omega)h_{\perp} = (\omega)Z \cdot (\omega)Z \cdot (\omega)h^{\alpha\beta} = 2 U/N \quad \text{(the perpendicular-perpendicular projection)}, \]

\[ (\omega)h_{\perp} = - (\omega)Z \cdot (\omega)h_{\perp} = V^\nu / N \quad \text{(the perpendicular-parallel projection)}, \]

\[ (\omega)h_{\parallel} = (\omega)h_{\parallel} \quad \text{(the parallel-parallel projection)}. \]

For gauge perturbations $(\omega)h = L_{\omega\nu}(\omega)g$, if we let $(\omega)Y = Y_{\perp} + T^\nu Y_{\text{shift}}$, write out the Lie derivative in co-ordinates and project, the formulae $h_{\perp}$ and $h_{\parallel}$ become

\[ N(L_{\omega\nu}(\omega)g)_{\perp} = \frac{2}{d\lambda^2} - L_{\nu\omega} Y_{\perp} - L_{\nu\text{shift}Y_{\text{shift}}}, \]

\[ N(L_{\omega\nu}(\omega)g)_{\parallel} = \frac{\partial Y_{\text{shift}}}{\partial \lambda} + L_{\nu} Y_{\text{shift}} + N \text{ grad } Y_{\perp} - Y_{\perp} \text{ grad } N = V, \]

where $Y_{\text{shift}} = - Y_{\perp}$. Note the special case $(\omega)Y = (\omega)X$: then we get

\[ \frac{dX_{\perp}}{d\lambda} = U, \quad \frac{dX_{\text{shift}}}{d\lambda} = V. \]
(Kuchař [36, II] has general formulae for projecting the covariant derivative and hence the Lie derivative; see his equations (2.5) and (2.6).

The next proposition details some of the relationships between the spacetime and dynamical equations for the linearized system.

4.6. Theorem. — Let Ein \((\alpha g) = 0\) and \(\Sigma_0 = \Sigma_i(M)\) be a spacelike hypersurface with induced \((g_0, \pi_0) \in \mathcal{F} \cap \mathcal{C}_4\). Let \(\alpha h_0 \in \mathcal{S}_0(Y_4)\) and let \((h_0, \omega_0)\) be the deformations of \((g_0, \pi_0)\) induced on \(\Sigma_0\) by \(\alpha h\). If \(\alpha Y_{\Sigma_0}\) is a vector field on \(\Sigma_0\), \(\alpha Y_{\Sigma_0} = Y_{-\alpha Z_{\Sigma_0} + T_{h_0} Y_1}\) then

\[
-2(D \text{Ein} \,(\alpha g_0) \cdot \alpha h \cdot (\alpha Y_{\Sigma_0}, \alpha Z_{\Sigma_0})) \mu(g_0) = \left< (Y_{-Y}, -Y_1), D \Phi(g_0, \pi_0) \cdot (h_0, \omega_0) \right>.
\]

If, moreover, \(\alpha h_0\) satisfies the linearized equations

\[
D \text{Ein} \,(\alpha g_0) \cdot (\alpha h_0) = 0,
\]

then \((h_0, \omega_0)\) satisfies the linearized constraint equations

\[
D \Phi(g_0, \pi_0) \cdot (h_0, \omega_0) = 0.
\]

Proof. Let \(\alpha g(\varphi)\) be a curve of Lorentz metrics tangent to \(\alpha h_0\) at \(\varphi = 0\). For each \(g_0\), we have the following identity on \(\Sigma_0:\)

\[
(3) \quad -2 \text{Ein} \,(\alpha g(\varphi)) \cdot (\alpha Y_{\Sigma_0}, \alpha Z_{\Sigma_0}(\varphi)) \mu(g_0) = \left< Y_{-Y}(\varphi), \mathcal{H}(g(\varphi), \pi(\varphi)) - Y_1(\varphi) : \mathcal{F}(g(\varphi), \pi(\varphi)) \right>
\]

(from the formulae on p. 331 above).

Differentiating this identity (3) with respect to \(\varphi\) and evaluating at \(\varphi = 0\) gives the differential identity

\[
(4) \quad -2(D \text{Ein} \,(\alpha g_0) \cdot (\alpha h) \cdot (\alpha Y_{\Sigma_0}, \alpha Z_{\Sigma_0}) \mu(g_0) =
\]

\[
-2 \text{Ein} \,(\alpha g_0) \cdot (\alpha Y_{\Sigma_0}, \frac{\partial}{\partial \varphi} Z_{\Sigma_0}(0)) \mu(g_0) - 2 \text{Ein} \,(\alpha g_0) \cdot (\alpha Y_{\Sigma_0}, \alpha Z_{\Sigma_0}) \frac{1}{2} (\text{tr} h_0) \mu(g_0) =
\]

\[
= \frac{\partial}{\partial \varphi} Z_{\Sigma_0}(0) \mathcal{H}(g_0, \pi_0) + Y_1 D \mathcal{H}(g_0, \pi_0) \cdot (h_0, \omega_0) - \frac{\partial}{\partial \varphi} Y_{\Sigma_0}(0) \mathcal{F}(g_0, \pi_0) - Y_1 D \mathcal{F}(g_0, \pi_0) \cdot (h_0, \omega_0).
\]

Since \(\text{Ein} \,(\alpha g_0) = 0\), \(\mathcal{H}(g_0, \pi_0) = 0\) and \(\mathcal{F}(g_0, \pi_0) = 0\), (4) reduces to the first desired conclusion:

\[
(5) \quad -2(D \text{Ein} \,(\alpha g_0) \cdot (\alpha h) \cdot (\alpha Y_{\Sigma_0}, \alpha Z_{\Sigma_0}) \mu(g_0) =
\]

\[
= \left< (Y_{-Y}, -Y_1), D \Phi(g_0, \pi_0) \cdot (h_0, \omega_0) \right>.
\]
If \(^{(4)}h\) is a solution to the linearized equations, \(\text{D} \text{Ein} \left( ^{(4)}g_{\nu} \right) \cdot \left( ^{(4)}h \right) = 0\), then (5) becomes

\[
\left< (Y_\perp, - Y_\parallel), \text{D} \Phi(g_{\nu}, \pi_{\nu}) \cdot (h, \omega) \right> = 0.
\]

Since this is true for all \( ^{(4)}Y_{\nu} \),

\[
\text{D} \Phi(g_{\nu}, \pi_{\nu}) \cdot (h, \omega) = 0. \quad \square
\]

Remark. Note that (3) in the proof is an identity in Lorentz geometry, i.e., it is true for all space-times whether or not they satisfy the empty-space field equations. This equation is one key for relating the space-time point of view to the dynamical point of view.

Now let us consider infinitesimal deformations of vacuum space-times \( ^{(4)}g_{\nu} \) of the special form \( ^{(4)}h = L_{\mu\nu}^{(4)}g_{\nu} \). Deformations of this type automatically satisfy the linearized equations

\[
\text{D} \text{Ein} \left( ^{(4)}g_{\nu} \right) \cdot L_{\mu\nu}^{(4)}g_{\nu} = L_{\mu\nu}^{(4)}(\text{Ein} \left( ^{(4)}g_{\nu} \right)) = 0,
\]
as we have seen.

Let \( \Sigma_0 \) be a compact Cauchy hypersurface in \( V_\ast \), and let \( (g_{\nu}, \pi_{\nu}) \) be the metric and momentum induced on \( \Sigma_0 \), \( (h_{\nu}, \omega_{\nu}) \) the deformations of \( (g_{\nu}, \pi_{\nu}) \) on \( \Sigma_0 \), induced by \( ^{(4)}h = L_{\mu\nu}^{(4)}g_{\nu} \) and \( (Y_\perp, Y_\parallel) \) the tangential and normal components of \( ^{(4)}Y \) on \( \Sigma_0 \). These quantities are all related together quite simply. As has been shown by Moncrief [7], the relationship is simple, but the original proof involved a long computation. Here we give a geometric proof based on the adjoint form of the evolution equations. The idea is to replace a deformation \( ^{(4)}g(\phi) \) of \( ^{(4)}g_\nu \) by a family of embeddings and then use the evolution equations.

4.7. Theorem. – On \( V_\ast \), let \( \text{Ein} \left( ^{(4)}g_{\nu} \right) = 0 \) and let \( \Sigma_0 = i_\lambda(M) \) be a compact spacelike hypersurface. Let \( ^{(4)}Y \) be a vector field on \( V_\ast \) with flow \( F_\lambda \) and let \( i_\lambda = F_\lambda \circ i_\lambda \) (for \( \lambda \) small, this is a one-parameter family of spacelike embeddings). Let \( ^{(4)}h = L_{\mu\nu}^{(4)}g_{\nu} \), \( (g(\lambda), \pi(\lambda)) \) be the metric and momentum on \( \Sigma_\lambda = i_\lambda(M) \) and let \( (h(\lambda), \omega(\lambda)) \) be the infinitesimal deformation of \( (g, \pi) \) induced on \( \Sigma_\lambda \) by \( ^{(4)}h \). Then

\[
\begin{pmatrix}
\h(\lambda) \\
\omega(\lambda)
\end{pmatrix} = J \circ \text{D} \Phi(g(\lambda), \pi(\lambda)) \cdot \begin{pmatrix}
Y_\lambda(\lambda) \\
Y_{\text{shift}}(\lambda)
\end{pmatrix}.
\]

Proof. Consider the curve \( ^{(4)}g(\phi) = F_\phi^* ^{(4)}g_\nu \) through \( ^{(4)}g_{\nu} \) with tangent \( ^{(4)}h = L_{\mu\nu}^{(4)}g_{\nu} \). Let \( g(\lambda, \phi) \) and \( \pi(\lambda, \phi) \) denote the metric and canonical momentum induced on \( \Sigma_\lambda \) by \( ^{(4)}g(\phi) \), so that \( h(\lambda) = (\partial g/\partial \phi)(\lambda, 0) \) and \( \omega(\lambda) = (\partial \pi/\partial \phi)(\lambda, 0) \).
Now \((g(\lambda, \varrho), \pi(\lambda, \varrho))\) induced on \(\Sigma_\lambda\) by \(\text{"} g(\varrho) \text{"}\) is equal to the metric and canonical momentum induced on \(\Sigma_{\varrho,\lambda} = F_\varrho \circ F_\lambda \circ i_\varrho(M)\) by the space-time \(\text{"} g_\varrho \text{"}\). For example, for the induced metrics,

\[
g(\lambda, \varrho) = i_{\lambda}^* \text{"} g(\varrho) \text{"} = (F_\lambda \circ i_\varrho)^* F_\varrho^* \text{"} g_\varrho \text{"} = (F_\lambda \circ F_\varrho \circ i_\varrho)^* \text{"} g_\varrho \text{"},
\]

which is the metric induced on \(\Sigma_{\varrho,\lambda}\) in the space-time \(\text{"} g_\varrho \text{"}\).

Now fix \(\lambda\) and consider the curve of embeddings \(i(\varrho, \lambda) = F_\varrho \circ F_\lambda \circ i_\varrho\), and note that its generator is

\[
\begin{align*}
\frac{\partial i}{\partial \varrho}(\varrho, \lambda) &= \frac{\partial F_\varrho}{\partial \varrho} F_\lambda \circ i_\varrho = \text{"} Y \circ F_\varrho \circ F_\lambda \circ i_\varrho = \text{"} Y \circ i(\varrho, \lambda). \\
\end{align*}
\]

Since this is now a 1-parameter family of spacelike embeddings in the parameter \(\varrho\) (for \(\varrho\) sufficiently small), by the evolution equations in adjoint form we get

\[
\begin{bmatrix}
\frac{\partial g(\lambda, \varrho)}{\partial \varrho} \\
\frac{\partial \pi(\lambda, \varrho)}{\partial \varrho}
\end{bmatrix} = J \circ D \Phi(g(\lambda, \varrho), \pi(\lambda, \varrho))^* \begin{pmatrix}
Y_{\perp}(\lambda, \varrho) \\
Y_{\parallel}(\lambda, \varrho)
\end{pmatrix},
\]

where \(Y_{\perp}(\lambda, \varrho)\) and \(Y_{\parallel}(\lambda, \varrho)\) are the normal and tangential components of \(\text{"} Y \circ i(\varrho, \lambda) \text{"}\), respectively.

Evaluating at \(\varrho = 0\) gives

\[
\begin{bmatrix}
h(\lambda) \\
\omega(\lambda)
\end{bmatrix} = J \circ D \Phi(g(\lambda), \pi(\lambda))^* \begin{pmatrix}
Y_{\perp}(\lambda) \\
Y_{\parallel}(\lambda)
\end{pmatrix}.
\]

Remark. This result amounts to an integration of the linearized evolution equations in the special case that \(\text{"} h = L_{\omega} \text{"} g_\varrho\) and \(\text{"} Y \circ i_\varrho\) is chosen as the generator of the 1-parameter family of spacelike embeddings \(i_\lambda = F_\lambda \circ i_\varrho\), where \(F_\lambda\) is the flow of \(\text{"} Y \text{"}\). The lapse and shift for this family is \((N, X) = (Y_{\perp} - Y_{\parallel})\), so that

\[
\begin{bmatrix}
h(\lambda) \\
\omega(\lambda)
\end{bmatrix} = J \circ D \Phi(g(\lambda), \pi(\lambda))^* \begin{pmatrix}
Y_{\perp}(\lambda) \\
Y_{\parallel}(\lambda)
\end{pmatrix} = J \circ D \Phi(g(\lambda), \pi(\lambda))^* \begin{pmatrix}
N(\lambda) \\
X(\lambda)
\end{pmatrix} = \begin{pmatrix}
\frac{\partial g(\lambda)}{\partial \lambda} \\
\frac{\partial \pi(\lambda)}{\partial \lambda}
\end{pmatrix}.
\]

4.8. Proposition. \(\{h(\lambda), \omega(\lambda)\}\) in theorem 4.7 satisfy the linearized Einstein evolution equations.
Proof. Recall the equations $dY_{\omega}/d\lambda = U$ and $dY_{\omega_{\text{sh}}}/d\lambda = V$ derived above. Hence differentiating

$$\begin{pmatrix} h(\lambda) \\ \omega(\lambda) \end{pmatrix} = J \circ D\Phi (g(\lambda), \pi(\lambda))^* \begin{pmatrix} Y_{\omega}(\lambda) \\ Y_{\omega_{\text{sh}}}(\lambda) \end{pmatrix}$$

with respect to $\lambda$ gives

$$\begin{pmatrix} \frac{\partial h(\lambda)}{\partial \lambda} \\ \frac{\partial \omega(\lambda)}{\partial \lambda} \\ \frac{\partial \omega(\lambda)}{\partial \lambda} \end{pmatrix} = J \circ D \left[ D\Phi (g(\lambda), \pi(\lambda))^* \begin{pmatrix} Y_{\omega}(\lambda) \\ Y_{\omega_{\text{sh}}}(\lambda) \end{pmatrix} + \frac{\partial g(\lambda)}{\partial \lambda} \end{pmatrix} \begin{pmatrix} \frac{\partial Y_{\omega}(\lambda)}{\partial \lambda} \\ \frac{\partial Y_{\omega_{\text{sh}}}(\lambda)}{\partial \lambda} \end{pmatrix} + \frac{\partial h(\lambda)}{\partial \lambda} \right] + J \circ D\Phi (g(\lambda), \pi(\lambda))^* \begin{pmatrix} \frac{\partial Y_{\omega}(\lambda)}{\partial \lambda} \\ \frac{\partial Y_{\omega_{\text{sh}}}(\lambda)}{\partial \lambda} \end{pmatrix}$$

showing that $(h(\lambda), \omega(\lambda))$ indeed does satisfy the linearized equations. 

Using the results of this section, we now go on to study linearization stability of the empty-space field equations.

5. Linearization stability of the vacuum Einstein equations.

Linearization stability concerns the validity of first-order perturbation theory. The idea is the following. Suppose we have a differentiable function $F$ and points $x_0$ and $y_0$ such that $F(x_0) = y_0$. A standard procedure for finding other solutions to the equation $F(x) = y_0$ near $x_0$ is to solve the linearized equation $DF(x_0) \cdot h = 0$ and assert that $x = x_0 + \varrho h$ is, for small $\varrho$, an approximate solution to $F(x) = y_0$. Technically this assertion may be stated as follows: there exists a curve of exact solutions $\pi(\varrho)$ for small $\varrho$ such that $F(\pi(\varrho)) = y_0$, $\pi(0) = x_0$ and $\pi'(0) = h$. If this assertion is valid, we say that $F$ is linearization stable at $x_0$. It is easy to give examples in which the assertion is false. For instance, in 2 dimensions $F(x_1, x_2) = x_1^2 + x_2^2 = 0$ has no solutions except $(0, 0)$, although the linearized equation $DF(0, 0) \cdot h = 0 \cdot h = 0$ has many solutions. Thus it is a nonvacuous question whether an equation is linearization stable at some given solution, or not. Intuitively, linearization stability means that first-order perturbation theory is valid near $x_0$ and there are no spurious directions of perturbation.
The question of linearization stability is important for relativity. In the literature it was often assumed that solutions to the linearized equations do in fact approximate solutions to the exact equations. However, in [42], Brill and Deser asserted that for the flat three-torus, with zero extrinsic curvature, there are solutions to the linearized constraint equations which are not approximated by a curve of exact solutions. They gave a second-order perturbation argument to show that, subject to the condition $\text{tr} \pi = 0$, there are no other nearby solutions to the constraint equations, except essentially trivial modifications, even though there are many nontrivial solutions to the linearized equations. Since then, Fischer and Marsden [6] have given a rigorous proof. It is analogous to and is proved by techniques used in the following isolation theorem in geometry.

5.1. Theorem. (Fischer and Marsden [19].) If $M$ is compact and $g_\varphi$ is a flat metric on $M$, then there is a neighborhood $U_{\varphi}$ of $g_\varphi$ in the space of metrics $\mathcal{M}$ such that any metric $g$ in the neighborhood $U_{\varphi}$ with $R(g) > 0$ is flat.

The proof amounts to a version of the Morse lemma adapted to infinite-dimensional space with special attention needed because of the co-ordinate invariance of the scalar curvature map.

The results on linearization stability are due, independently, to Choquet-Bruhat and Deser [43] for flat space and to Fischer and Marsden [5] for the general case of empty space-times with a compact hypersurface. The methods used are rather different. Later, O'Murchadha and York [44] generalized the Choquet-Bruhat and Deser method to the case of space-times with a compact hypersurface. We comment on this method later. The flat-space result is:

5.2. Theorem. Near Minkowski space, the Einstein empty-space equations $\text{Ein}(g_\varphi) = 0$ are linearization stable.

In this theorem, one must use suitable function spaces with asymptotic conditions and asymptotically flat space-times. We will consider the non-compact case in the following paper where we will prove that time-symmetric asymptotically flat empty-space solutions are linearization stable. Actually, the original Choquet-Bruhat and Deser paper dealt with asymptotic conditions of a special form. We shall deal with asymptotic conditions in the general case. Here we shall consider only those space-times which are developed from Cauchy data on a compact hypersurface.

We begin by defining linearization stability for the empty-space Einstein equations.

Let $\text{Ein}(g_\varphi) = 0$. An infinitesimal deformation of $g_\varphi$ is a solution $\omega h \in S_2(V_\varphi)$ of the linearized equations

$$D \text{Ein}(g_\varphi), \omega h = 0.$$
The Einstein equations are linearization stable at \( \delta g_0 \) (or \( \delta g_0 \) is linearization stable) if, for every infinitesimal deformation \( \delta h \) of \( \delta g_0 \), there exists a \( C^1 \) curve \( \delta g(\epsilon) \) of exact solutions to the empty-space field equations (on the same \( V_a \))

\[
\text{Ein}(\delta g(\epsilon)) = 0
\]
such that \( \delta g(0) = \delta g_0 \) and \( \frac{\partial \delta g(0)}{\partial \epsilon} \delta g_0 = \delta h_0 \).

This definition has to be qualified slightly to be strictly accurate. Namely, for any compact set \( D \subset V_a \), we only require \( \delta g(\epsilon) \) to be defined for \( |\epsilon| < \epsilon \), where \( \epsilon \) may depend on \( D \). The reason for this is that \( \delta g(\epsilon) \) will be developed from a curve of Cauchy data \( (g(\epsilon), \pi(\epsilon)) \) and so \( \delta g(\epsilon) \) will be uniformly close to \( \delta g_0 \) on compact sets for \( |\epsilon| < \epsilon \), but not on all of \( V_a \) in general.

Since we are fixing our hypersurface topology \( \mathcal{M} \), all Cauchy developments lead to topologically equivalent space-times \( V_a = \mathcal{R} \times \mathcal{M} \), so fixing \( V_a \) is not a serious restriction. (Topological perturbations are, of course, another story.)

If one uses the linearized dynamical Einstein system, linearization stability of the Einstein equations is equivalent to linearization stability of the constraint equations, as we shall see below. In fact, linearization stability of a well-posed hyperbolic system of partial differential equations is equivalent to linearization stability of any nonlinear constraints present.

In terms of the linearized map \( D\Phi(g, \pi) \), we can give necessary and sufficient conditions for the constraint equations

\[
\Phi(g, \pi) = 0
\]
to be linearization stable at \( (g_0, \pi_0) \); that is, if \( (h, \omega) \in S_+ \times S_+ \) satisfies the linearized equations

\[
D\Phi(g_0, \pi_0) \cdot (h, \omega) = 0,
\]
then there exists a differentiable curve \( (g(\epsilon), \pi(\epsilon)) \in T^* \mathcal{M} \) of exact solutions to the constraint equations

\[
\Phi(g(\epsilon), \pi(\epsilon)) = 0
\]
such that \( (g(0), \pi(0)) = (g_0, \pi_0) \) and

\[
\left( \frac{\partial g(0)}{\partial \epsilon}, \frac{\partial \pi(0)}{\partial \epsilon} \right) = (h, \omega).
\]

The main result follows:

5.3. Theorem. — Let \( \Phi = (\mathcal{H}, \mathcal{F}) : T^* \mathcal{M} \to C^* \times \mathcal{L}^* \) be defined as in sect. 2 so \( \mathcal{E} \cap \mathcal{E}_0 = \Phi^{-1}(0) \). Let \( (g_0, \pi_0) \in \mathcal{E} \cap \mathcal{E}_0 \). The following conditions are equivalent:
i) the constraint equations

\[ \Phi(g, \pi) = 0 \]

are linearization stable at \((g_0, \pi_0)\),

ii) \(D\Phi(g_0, \pi_0) : S_2 \times S_2^* \to C^0 \times A^1 \) is surjective,

iii) \(D\Phi(g_0, \pi_0)^* : C^0 \times \mathcal{X} \to S_2^* \times S_2 \) is injective.

Remark. In sect. 3 we listed sufficient conditions in order for ii) to be valid, namely the conditions \(C_{\mathcal{X}}, C_0\) and \(C_\tau\).

Proof of 5.3. In sect. 3 we showed that \(D\Phi(g_0, \pi_0)^*\) is elliptic. Thus, the equivalence of ii) and iii) is an immediate consequence of the Fredholm alternative.

ii) implies i). The kernel of \(D\Phi(g_0, \pi_0)\) splits by the Fredholm alternative. Thus the implicit function theorem implies that, near \((g_0, \pi_0)\), \(\Phi^{-1}(0)\) is a smooth manifold. (Here one must use the Sobolev spaces and pass to \(C^0\) by a regularity argument as in [19].) Since any tangent vector to a smooth manifold is tangent to a curve in the manifold, i) results.

i) implies iii). This is less elementary and will just be sketched. Assume i) and that \(D\Phi(g_0, \pi_0)^\cdot(N, X) = 0\), but \((N, X) \neq 0\). We will derive a contradiction by showing that there is a necessary second-order condition on first-order deformations \((h, \omega)\) that must be satisfied in order for the deformation to be tangent to a curve of exact solutions to the constraints. Thus let \((h, \omega)\) be a solution to the linearized equations, and let \((g(\varrho), \pi(\varrho))\) be a curve of exact solutions of

\[ \Phi(g(\varrho), \pi(\varrho)) = 0 \]

through \((g_0, \pi_0)\) and tangent to \((h, \omega)\). Differentiating (6) twice and evaluating at \(\varrho = 0\) gives

\[ D\Phi(g_0, \pi_0) \cdot (g'(0), \pi'(0)) + D^2\Phi(g_0, \pi_0) \cdot ((h, \omega), (h, \omega)) = 0, \]

where \(g'(0) = \partial^2 g(0)/\partial \varrho^2\) and \(\pi'(0) = \partial^2 \pi(0)/\partial \varrho^2\). If we contract (7) with \((N, X)\) and integrate over \(\mathcal{M}\), the first term of (7) gives

\[ \int \langle (N, X), D\Phi(g_0, \pi_0) \cdot (g'(0), \pi'(0)) \rangle = \int \langle D^2\Phi(g_0, \pi_0)^\cdot(N, X), (g'(0), \pi'(0)) \rangle = 0, \]

since \((N, X) \in \ker D\Phi(g_0, \pi_0)^*\).

Thus the first term of (7) drops out, leaving the necessary condition

\[ \int \langle (N, X), D^2\Phi(g_0, \pi_0) \cdot ((h, \omega), (h, \omega)) \rangle = 0, \]
which must hold for all \((\mathbf{h}, \omega) \in \ker D\Phi(g_0, \pi_0)\). As we shall see below, (8) is a hypersurface invariant (cf. theorems 4.2 and 4.6), so we can assume \(N \neq 0\), say \(N > 0\), in a neighborhood \(U\) of \(M\). A (long) calculation as in [6, 19] shows that, if \(\mathbf{h}\) is transverse traceless, \(\omega\) is transverse and some additional algebraic conditions making \((\mathbf{h}, \omega) \in \ker D\Phi(g_0, \pi_0)\) hold, their (8) becomes

\[
\int N(\nabla \mathbf{h})^2 + \text{lower-order terms} = 0.
\]

On the other hand, by [45], the space of \(h\)'s satisfying these conditions \(\bigcap \{(\mathbf{h}, \omega) \text{ with support in } U\}\) is infinite dimensional. But a relation like (9) cannot hold in this infinite-dimensional space by Rellich's theorem (see sect. 1) (see [46] for details).

**Remarks.**

a) The procedure for finding a second-order condition when linearization stability fails is quite general. See [6, 19] for other applications.

b) The implication i) \(\Rightarrow\) ii) uses \(\dim M > 3\). For the equation \(R(g) = g\), i) \(\Rightarrow\) ii) (replacing \(\Phi\) by \(R\)) is not true on two manifolds [19].

From the linearization stability of the constraint equations we can deduce linearization stability of the space-time and vice versa, as follows:

5.4. **Theorem.** – Let \((V_\epsilon, g_0)\) be a vacuum space-time which is the maximal development of Cauchy data \((g_0, \pi_0)\) on a compact hypersurface \(\Sigma_0 = i_0(M)\). Then the Einstein equations

\[
\text{Ein}(g_0) = 0 \quad \text{on } V_\epsilon
\]

are linearization stable at \(g_0\) if and only if the constraint equations

\[
\Phi(g, \pi) = 0
\]

are linearization stable at \((g_0, \pi_0)\).

In particular, if conditions \(C_{\mathcal{E}}, C_\lambda\) and \(C_\alpha\) hold for \((g_0, \pi_0)\), then the Einstein equations are linearization stable.

**Proof.** Assume first that the constraint equations are linearization stable. Let \(g_\epsilon\) be a solution to the linearized equations at \(g_0\) and let \((h_\epsilon, \omega_\epsilon)\) be the induced deformation of \((g, \pi)\) on \(\Sigma_\epsilon\). By proposition 4.6, \((h_\epsilon, \omega_\epsilon)\) satisfies the linearized constraint equations. By assumption, there is a curve \((g(\epsilon), \pi(\epsilon)) \in \mathcal{E}_{\mathcal{E}} \cap \mathcal{V}_\epsilon\) tangent to \((h_\epsilon, \omega_\epsilon)\) at \((g_0, \pi_0)\).

By the existence theory for the Cauchy problem, there is a curve \(g(\epsilon)\) of maximal solutions on \(V_\epsilon \cong \mathbb{R} \times M\) of \(\text{Ein}(g(\epsilon)) = 0\) and with Cauchy data \((g(\epsilon), \pi(\epsilon))\). (As earlier, for any compact set \(D \subset V_\epsilon\) and \(\epsilon > 0\), there is a \(\delta > 0\) such that \(g(\epsilon)\) is within \(\epsilon\) of \(g_0\) (using any convenient topology) on \(D\).)
We now must show that we can transform the curve \( t^0g(0) \) by diffeomorphisms so that \( t^0h_0 \) is its tangent at \( \varphi = 0 \). It is here that we use the uniqueness results for the linearized and full Einstein system (theorems 4.4 and 4.5).

Since \( t^0g(0) \) and \( t^0g_0 \) have the same Cauchy data, there exists an \( F \in \mathcal{D}(V) \) such that \( F| \Sigma = \text{id}_\Sigma \), \( DF| \Sigma = \text{id} \) (on \( TV| \Sigma \)) and \( t^0g = F^*(t^0g(0)) \). (The symbol \( \text{id} \) means restriction.) Thus the curve \( t^0\tilde{g}(0) = F^*(t^0g(0)) \) satisfies \( t^0\tilde{g}(0) = t^0g_0 \).

By the conditions on \( F \), \( t^0\tilde{g}(0) \) and \( t^0g(0) \) induce the same Cauchy data on \( \Sigma \), viz. \((g(\varphi), \pi(\varphi))\). Thus if
\[
\tilde{h}_0 = \frac{\partial t^0\tilde{g}(0)}{\partial \varphi},
\]

\( \tilde{h}_0 \) induces the same linearized Cauchy data
\[
(\tilde{h}_0, \tilde{\omega}_0) = \left( \frac{\partial g(0)}{\partial \varphi}, \frac{\partial \pi(0)}{\partial \varphi} \right) = (h_0, \omega_0)
\]
as \( \tilde{h}_0 \). Moreover, since \( t^0\tilde{h} \) is tangent to a curve of exact solutions \( t^0\tilde{g}(0) \), \( t^0\tilde{h} \) is a solution to the linearized equations \( D \mathcal{E} \mathcal{I}n \left( t^0\tilde{g}(0) \right) \). \( t^0\tilde{h} = D \mathcal{E} \mathcal{I}n \left( t^0g_0 \right) = 0 \).

Therefore, by uniqueness of solutions to the linearized equations, there exists a unique \( t^0X \) such that \( t^0X| \Sigma = 0 \), \( D t^0X| \Sigma = 0 \), and such that
\[
t^0\tilde{h} = t^0\tilde{h}_0 + L_{t^0X} t^0g_0.
\]

Let \( F_\varphi \) be the flow of \( t^0X \), \( F_\varphi = \text{id}_\Sigma \). Then \( F_\varphi| \Sigma = \text{id} \) and \( DF_\varphi| \Sigma = \text{id} \). Let
\[
t^0\tilde{g}(0) = (F^{-1}_\varphi)^*\left( t^0\tilde{g}(0) \right) = (F^{-1}_0)^*\left( F^*(t^0g(0)) \right).
\]

Then \( t^0\tilde{g}(0) \) is a curve of exact solutions with \( t^0\tilde{g}(0) = t^0g_0 \) and tangent
\[
\frac{\partial t^0\tilde{g}(0)}{\partial \varphi} = \frac{\partial t^0g(0)}{\partial \varphi} - L_{t^0X} t^0\tilde{g}(0) = t^0\tilde{h} - L_{t^0X} t^0g_0 = t^0h_0.
\]

This is the curve we have been looking for (note that \( t^0\tilde{g}(0) \) has the same Cauchy data \((g(\varphi), \pi(\varphi))\) as \( t^0g(0) \)).

Secondly, assume that the equations \( \mathcal{E} \mathcal{I}n \left( t^0g \right) = 0 \) are linearization stable. To prove that the constraint equations are linearization stable, let \((g_0, \pi_0) \in \mathcal{C}_0 \setminus \mathcal{C}_\delta \) be its maximal development, so \( \Sigma_0 \) is a Cauchy surface in \( V \). Let \((h_0, \omega_0) \in \ker D\Phi(g_0, \pi_0) \) and let, by the linearized existence theorem 4.5, \( t^0h \in \ker D \mathcal{E} \mathcal{I}n \left( t^0g_0 \right) \) be such that it induces the data \((h_0, \omega_0) \). By assumption, \( t^0h \) is tangent to a curve \( t^0g(0) \) of exact solutions (in the sense explained earlier). Let \((g(\varphi), \pi(\varphi)) \in \mathcal{C}_\varphi \setminus \mathcal{C}_\delta \) be the Cauchy data induced by \( t^0g(0) \) on \( \Sigma_0 \). By
definition of induced Cauchy data, the curve \((g(q), \pi(q))\) is tangent to \((h_0, \omega_0)\) at \((g_0, \pi_0)\). □

Ehlers has emphasized the importance of obtaining explicit estimates on how far away the perturbed solution \(g^0 + q^{10}g\) is from an associated exact solution \(g(q)\). Such an estimate can be made from the analysis given here. Indeed, in terms of the Cauchy data \((g, \pi)\), if \((g(q), \pi(q))\) is the curve of exact solutions corresponding to a perturbation \((h_0, \omega_0)\), we can say that

\[
\|(g(q), \pi(q)) - (g_0 + q^{10}g, \pi_0 + q\omega)\| \leq \frac{1}{2} \|D^\tau\Phi(g_0, \pi_0)((h_0, \omega_0), (h_0, \omega_0))\|_{-1} q^2 + O(q^3),
\]

where \(\|\cdot\|\) refers to the \(H^1 \times H^{-1}\) norm on \((g, \pi)\).

In any particular example, the coefficient of \(q^2\) could presumably be worked out explicitly. The coefficient of \(q^2\), if needed, is the corresponding third derivative, and so forth.

In [47, 48], O'Murchadha and York provide an approach to the linearization stability of the constraint equations which is rather different from ours. Building on the conformal techniques developed by Lichnerowicz and Choquet-Bruhat (with the crucial additional step of allowing \(tr\kappa\) to be a constant depending on \(\lambda\), the slicing parameter) to analyze the constraint equations, they generalize the Choquet-Bruhat and Deser [43] approach to the constraint equations to nonflat initial data. As in our smooth submanifold approach [5], they also attempt to find those \((g, \pi) \in \mathcal{C}_\mathcal{M} \cap \mathcal{C}_\mathcal{S}\) near which \(\mathcal{C}_\mathcal{M} \cap \mathcal{C}_\mathcal{S}\) is a submanifold. Their method of proof uses immersions, in contrast to ours which used submersions, but the final results are nearly the same.

Their main idea is as follows: Consider the set of triples \((g, \pi, \tau)\), where \(g \in \mathcal{M}\), \(\pi \in S_\mathcal{M} = \{\pi \in S^2_\mathcal{M}|\pi = 0, tr\pi = 0\}\) and \(\tau \in \mathcal{C}^0(M; R)\), and also the set of \((\tilde{g}, \tilde{\pi}, \tau)\), where \(\tilde{g} = g \otimes \mu_\tau^4\) and \(\tilde{\pi} = \pi^4 \otimes \mu_\tau^3\) are the conformal parts of \(g\) and \(\pi\), respectively, in the sense that \((\tilde{g}, \tilde{\pi})\) are invariant under any conformal transformation \(g \mapsto \phi^4 g\). The idea of the conformal method is to use a conformal transformation to map any such triple \((\tilde{g}, \tilde{\pi}, \tau)\) to a solution \((g, \pi) \in \mathcal{C}_\mathcal{M} \cap \mathcal{C}_\mathcal{S}\) of the constraint equations such that the conformal parts of \((g, \pi)\) and \(\tau\) are the same as the original triple \((\tilde{g}, \tilde{\pi}, \tau)\). This is accomplished by rewriting the constraint equations as four nonlinear elliptic equations for a conformal factor \(\phi > 0\) and a vector field \(X\), generalizing \(\Delta \phi + 8R(g) \phi = 0\) for the time-symmetric case (see [49]). Under suitable conditions, there are solutions \((\phi, X)\) which describe the conformal transformation that takes \((\tilde{g}, \tilde{\pi}, \tau)\) to a solution \((g, \pi)\) of the constraint equations. Moreover, by linearizing this set of four elliptic equations, O'Murchadha and York show that, if \((\phi, X)\) is such a solution and if \(X\) is not a conformal Killing vector field for the conformal class of matrices \(\tilde{g}\), then solutions \((\phi, Y)\) exist nearby and in fact define a local immersion of the set \((\tilde{g}, \tilde{\pi}, \tau)\) into the constraint set. Again one concludes that \(\mathcal{C}_\mathcal{M} \cap \mathcal{C}_\mathcal{S}\) is a manifold near such a \((g, \pi)\) and so linearization stability holds. This method yields slightly weaker results in as much
as it does not prove linearization stability for \((g, \pi)\) which admit vector fields \(X\) which are conformal Killing vector fields but not double Killing vector fields.

Recently, Moncrief [7] has proven that for \((g, \pi) \in \mathcal{G}_\pi \cap \mathcal{G}_\delta\), the map \(D\Phi(g, \pi)^*\) is injective if and only if a space-time \(\omega g\) generated by \((g, \pi)\) has no (nontrivial) Killing vector fields \(\omega Y\) (i.e., \(L_{\omega Y} \omega g = 0\) implies \(\omega Y = 0\)); together with theorems 5.3 and 5.4, Moncrief's result then gives necessary and sufficient conditions for a space-time with compact Cauchy spacelike hypersurfaces to be linearization stable.

Moncrief's result still does not give necessary and sufficient conditions for \(D\Phi(g, \pi)^*\) to be injective in terms of the \((g, \pi)\) (the conditions \(C_\pi, C_\delta\) and \(C_\nu\) are sufficient but not necessary), but bypasses the \(\text{tr} \pi = \text{const}\) problem completely, rendering it much less important.

Moncrief's theorem is an important improvement over theorem 5.4, since the condition for linearization stability can now be expressed in terms of the space-time metric \(\omega g\) rather than in terms of the \((g, \pi)\) of some arbitrarily embedded hypersurface.

The use of the adjoint form of the equations of motion helps to understand and give an easily digested proof of the result.

5.5. Theorem. (Moncrief [7].) — Let \(\omega g\) be a solution to the empty-space field equations \(\text{Ein}(\omega g) = 0\). Let \(\Sigma_0 = i_\omega(M)\) be a compact Cauchy hypersurface with induced metric \(g_0\), and canonical momentum \(\pi_0\). Then \(\ker D\Phi(g_0, \pi_0)^*\) (a finite-dimensional vector space) is isomorphic to the space of Killing vector fields of \(\omega g\). In fact,

\[(Y_\perp, - Y_\parallel) \in \ker D\Phi(g_0, \pi_0)^*\]

if and only if there exists a Killing vector field \(\omega Y\) of \(\omega g\) whose normal and tangential components to \(\Sigma_0\) are \(Y_\perp\) and \(Y_\parallel\).

Remark. Related references to this result are [50, 51]. Note that there are no assumptions that \(\omega Y\) be timelike or spacelike.

Proof. It is straightforward to prove, and well known, that the space of Killing vector fields is isomorphic to its space of normal and tangential components on any spacelike Cauchy hypersurface. Thus we need only prove the last remark.

The necessity follows immediately from proposition 4.7, for if \(\omega Y\) is a Killing vector field, \(\omega h = L_{\omega Y} \omega g_0 = 0\), and so

\[0 = \begin{pmatrix} h_0 \\ \omega_0 \end{pmatrix} = J \circ D\Phi(g_0, \pi_0)^* \left( \begin{pmatrix} Y_\perp \\ - Y_\parallel \end{pmatrix} \right).

Another instructive argument is as follows. Let \(F_\lambda\) be the flow of \(\omega Y\).
For \( \lambda \) in a neighborhood of 0, \( i_2 = F_2 \circ i_0 \) is a well-defined one-parameter family of spacelike embeddings with generator \( ^1\sigma Y_\lambda = i_2 \circ Y_\lambda \) as in sect. 1. Let \( (Y_\perp(\lambda), Y_\parallel(\lambda)) \) be the normal and tangential components of \( ^1\sigma Y_\lambda \). Let \( (g(\lambda), \pi(\lambda)) \) be the metrics and momenta induced on \( \Sigma_\lambda \) by \( ^1\sigma g \). In general, for a family of embeddings given by \( i_2 = F_2 \circ i_0 \), this will be the same as the metrics and momenta induced on \( \Sigma_\lambda \) by the space-time metrics \( ^1\sigma g(\lambda) = F_2^* \circ ^0 g \) (for example, for the metrics \( g(\lambda) \), we have \( g(\lambda) = i_2^* \circ ^0 g = (F_2 \circ i_0)^* \circ ^0 g = i_0^*(F_2^* \circ ^0 g) \), which is the metric induced on \( \Sigma_\lambda \) by \( F_2^* \circ ^0 g \)). Since \( ^1\sigma Y \) is a Killing vector field, \( F_2^* \circ ^0 g = ^1\sigma g \) and so \( g(\lambda) = g_0, \pi(\lambda) = \pi_0 \) for all \( \lambda \). Thus, by the adjoint form of the evolution equations,

\[
0 = \begin{pmatrix}
\frac{\partial g}{\partial \lambda} \\
\frac{\partial \pi}{\partial \lambda}
\end{pmatrix} = J \circ D\Phi(g(\lambda), \pi(\lambda))^* \begin{pmatrix}
Y_\perp(\lambda) \\
Y_\parallel(\lambda)
\end{pmatrix}.
\]

Evaluating at \( \lambda = 0 \), \( (Y_\perp, Y_\parallel) \in \ker D\Phi(g_0, \pi_0)^* \).

Second, we prove sufficiency. Let \( (Y_\perp, Y_\parallel) \in \ker D\Phi(g_0, \pi_0)^* \). We wish to extend \( (Y_\perp, Y_\parallel) \) to a Killing field \( ^1\sigma Y \). Choose a slicing \( i_2 \) and let \( N, X \) be its lapse and shift. To define \( Y_\perp(\lambda), Y_\parallel(\lambda) \), take the perpendicular-perpendicular (\( \perp \perp \)) and perpendicular-parallel (\( \perp \parallel \)) projections of Killing's equations \( L_{\mu\nu} \circ ^0 g = 0 \). As on p. 358, this yields

\[
\begin{align*}
\frac{\partial Y_\perp}{\partial \lambda} + L_x Y_\perp + L_{x_\lambda} N &= 0, \\
-\frac{\partial Y_\parallel}{\partial \lambda} - L_x Y_\parallel + N \text{ grad } Y_\perp - Y_\parallel \text{ grad } N &= 0.
\end{align*}
\]

For given \( N(\lambda, x), X(\lambda, x) \) and initial conditions \( (Y_\perp, Y_\parallel) \), these equations define a unique \( Y_\perp, Y_\parallel \) on \( V_\lambda \) with the given initial conditions. (The proof of existence and uniqueness is easiest to see in Gaussian normal co-ordinates.) Thus we get a vector field \( ^1\sigma Y \) on \( V_\lambda \) with these normal and tangential components on each hypersurface. Let \( \circ h = L_{\mu\nu} \circ ^0 g \) and \( (h(\lambda), \omega(\lambda), U(\lambda), V(\lambda)) \) be the induced deformation of \( (g, \pi, N, X) \) as described in sect. 4. By construction, \( ^0 h_\perp = 0, ^0 h_\parallel = 0 \), so from p. 358,

\[
U(\lambda) = \frac{1}{2} N(\lambda) \circ h_\perp(\lambda) = 0 \quad \text{and} \quad V(\lambda) = N(\lambda) \circ h_\parallel(\lambda) = 0.
\]

Thus \( (h(\lambda), \omega(\lambda)) \) satisfy the linear system obtained in sect. 4:

\[
\begin{pmatrix}
\frac{\partial}{\partial \lambda} \\
\frac{\partial}{\partial \lambda}
\end{pmatrix} = J \circ D \left(D\Phi(g, \pi))^* \begin{pmatrix} N \\ X \end{pmatrix} \right) \left( \circ h \right).
\]
From proposition 4.7, we get on $\Sigma_0$

$$
\begin{pmatrix}
  h(0) \\
  \omega(0)
\end{pmatrix} = J_0 D\Phi(g(0), \pi(0))^* \begin{pmatrix}
  Y_\perp(0) \\
  -Y_\parallel(0)
\end{pmatrix} = 0.
$$

Thus $(h(\lambda), \omega(\lambda)) = (0, 0)$ for all $\lambda$. Therefore, since $h(\lambda) = 0$, $h_\perp(\lambda) = 0$ and $h_\parallel(\lambda) = 0$, $\omega = 0$ and so $\omega Y$ is a Killing field.

Remark. If $\omega Y_\perp > 0$, we can take a slicing $i_\lambda$ generated by $\omega Y$ which has lapse-shift decomposition $(Y_\perp, -Y_\parallel)$, independent of $\lambda$. By the evolution equations in such a slicing

$$
\begin{pmatrix}
  \partial g(\lambda) \\
  \partial \lambda \\
  \partial \pi(\lambda) \\
  \partial \lambda
\end{pmatrix} = J_0 D\Phi(g(\lambda), \pi(\lambda))^* \begin{pmatrix}
  Y_\perp \\
  -Y_\parallel
\end{pmatrix}
$$

for all $\lambda$. This has the unique solution $g(\lambda) = g_0$, $\pi(\lambda) = \pi_0$, since $(Y_\perp, -Y_\parallel) \in \ker D\Phi(g_0, \pi_0)^*$. Hence $(g, \pi, Y_\perp, -Y_\parallel)$ are all independent of $\lambda$. Hence $\omega Y$ is a Killing vector field for $\omega g_0$. Thus the proof of theorem 5.5 is very easy in this case.

The problem with this procedure when $\dot{Y}_\perp$ is not $> 0$ is that we can no longer generate a slicing by $(Y_\perp, -Y_\parallel)$.

As an important corollary of this result, we observe that the condition

ker $D\Phi(g_0, \pi_0)^* = \{0\}$ is hypersurface independent (since it is equivalent to the absence of Killing vector fields, which is hypersurface independent). The condition is also obviously unchanged if we pass to an isometric space-time.

Putting all this together yields the main linearization stability theorem.

5.6. Theorem. Let $\omega g_0$ be a solution of the vacuum field equations

$\text{Ein}(\omega g_0) = 0$ on $V_4$. Assume that $(V_4, \omega g_0)$ has a compact Cauchy surface $\Sigma_0$ and that $(V_4, \omega g_0)$ is the maximal development.

Then the Einstein equations on $V_4$,

$$
\text{Ein}(\omega g) = 0,
$$

are linearization stable at $\omega g_0$ if and only if $\omega g_0$ has no Killing vector fields.

We conclude this section by examining the case in which $\omega g_0$ is not linearization stable. The goal is to find necessary and sufficient conditions on a solution $\omega h$ of the linearized equations so that $\omega h$ is tangent to a curve of exact solutions through $\omega g_0$. The necessary conditions will be derived; for sufficiency, see [52].
In theorem 5.3 we showed that, if \(^{(o)}h\) is tangent to a curve of exact solutions and \((N, X) \in \ker D\Phi(g_o, \pi_o)^*\), then
\[
\int_{\Sigma} \langle (N, X), D^2\Phi(g_o, \pi_o) \cdot ((h, \omega), (h, \omega)) \rangle = 0.
\]

Following Moncrief [53], we can re-express this second-order condition in terms of the space-time, just as the condition \(\ker D\Phi(g_o, \pi_o) = \{0\}\) was so expressed.

5.7. Theorem. (Moncrief [53].) — Let \(\text{Ein} \; ^{(o)}g_o = 0\), and let \(^{(o)}h \in S^t(V_t)\) satisfy the linearized equations
\[
D\text{Ein} \; ^{(o)}g_o \cdot ^{(o)}h = 0.
\]

Let \(^{(o)}Y\) be a Killing vector field of \(^{(o)}g_o\) (so that \(^{(o)}g_o\) is linearization unstable). Let \(\Sigma_o\) be a compact Cauchy hypersurface and let \((Y_\perp, Y_t)\) be the normal and tangential components of \(^{(o)}Y\) on \(\Sigma_o\). Then a necessary second-order condition for \(^{(o)}h\) to be tangent to a curve of exact solutions is
\[
\int_{\Sigma} (D^2\text{Ein} \; ^{(o)}g_o \cdot ^{(o)}h, ^{(o)}h) \cdot ((Y_\perp, Y_t), ^{(o)}Z_\perp) \mu(g_o) = \int_{\Sigma} \langle (Y_\perp, - Y_t), D^2\Phi(g_o, \pi_o) \cdot ((h, \omega), (h, \omega)) \rangle = 0.
\]

Proof. Suppose \(^{(o)}g(\varrho)\) is a curve of exact solutions
\[
\text{Ein} \; ^{(o)}g(\varrho) = 0
\]
with
\[
^{(o)}g(0) = ^{(o)}g_0 \quad \text{and} \quad \frac{\partial^{(o)}g(0)}{\partial \varrho^2} = ^{(o)}h.
\]

Differentiating (11) twice and evaluating at \(\varrho = 0\) gives
\[
D\text{Ein} \; ^{(o)}g_0 \cdot ^{(o)}g''(0) + D^2\text{Ein} \; ^{(o)}g_0 \cdot ^{(o)}h, ^{(o)}h = 0,
\]
where
\[
^{(o)}g''(0) = \frac{\partial^2^{(o)}g(0)}{\partial \varrho^2}
\]
is the \(\ast\) acceleration \(\ast\) of the curve \(^{(o)}g(\varrho)\) at \(\varrho = 0\). Note that since \(\text{Ein} \; ^{(o)}g_o = 0\) and \(D\text{Ein} \; ^{(o)}g_o \cdot ^{(o)}h = 0\), by Taub's theorem 4.2, the divergence of each term of (12) is zero.
Now let \( ^{(a)Y} \) be a Killing vector field of \( ^{(a)g} \), let \( \Sigma_0 \) be a compact Cauchy hypersurface, and let \( (Y_1, Y_2) \) be the normal and tangential components of \( ^{(a)Y} \) and \( \Sigma_0 \). If we contract (12) with \( ^{(a)Y}_x = ^{(a)Y}_x \sigma_x \) and \( ^{(a)Z}_x \) and use proposition 4.6, the first term gives

\[
(D \text{Ein} \, ^{(a)g}_x) \cdot (Y_x, Z_x) \mu(g) = \frac{1}{2} \langle (Y_1, -Y_2), D \Phi(g_0, \pi_0) \cdot (g'(0), \pi'(0)) \rangle,
\]

where \( g'(0) \) and \( \pi'(0) \) are the deformation of \( (g_0, \pi_0) \) on \( \Sigma_0 \) induced by \( ^{(a)g}_x(0) \in S_x(Y_x) \). If we integrate (12) over \( \Sigma_0 \), this first term integrates to 0, since \( ^{(a)Y} \) is a Killing vector field. Thus,

\[
\int_{\Sigma_0} \langle (Y_1, -Y_2), D \Phi(g_0, \pi_0) \cdot (g'(0), \pi'(0)) \rangle = 0,
\]

thus giving the second-order condition

\[
0 = \int_{\Sigma_0} (D^2 \text{Ein} \, ^{(a)g}_x) \cdot (Y_x, Z_x) \mu(g_0).
\]

The first equality in (10) comes from the following result which is proved exactly as in proposition 4.6.

5.8. Lemma. If Ein \( ^{(a)g}_x = 0 \), D Ein \( ^{(a)g}_x \cdot ^{(a)}k = 0 \), \( ^{(a)g}(g) \) is any curve (not necessarily exact solutions) through \( ^{(a)g}_x \) tangent to \( ^{(a)k} \) and \( ^{(a)Y}_x \) is a vector field on a spacelike hypersurface \( \Sigma_0 \) (with normal \( ^{(a)Z}_x \)), then

\[
-2 \langle (Y_1, -Y_2), D \Phi(g_0, \pi_0) \cdot (g'(0), \pi'(0)) \rangle + \langle (Y_1, -Y_2), D^2 \Phi(g_0, \pi_0) \cdot (k_0, w_0) \rangle = 0.
\]

If (13) is integrated over \( \Sigma_0 \), in the context of theorem 5.7, (10) results.

Remarks. 1) By Taub's theorem 4.2, if Ein \( ^{(a)g}_x = 0 = D \text{Ein} \, ^{(a)g}_x \cdot ^{(a)}k \), then \( D^2 \text{Ein} \, ^{(a)g}_x \cdot ^{(a)k} \) has zero divergence. Thus, if \( ^{(a)Y} \) is a Killing vector field, then the vector field

\[
\langle ^{(a)W} = ^{(a)Y} \cdot (D^2 \text{Ein} \, ^{(a)g}_x) \cdot ^{(a)k} \rangle
\]
also has zero divergence. Thus the necessary second-order condition

\[ \int \left< W_{S_\gamma}, Z_{S_\gamma} \right> \mu(g_0) = 0 \]

on first-order deformations is independent of the Cauchy hypersurface on which it is evaluated.

2) The construction of the divergence-free sector field \( W \) is due to Taub [54]. The integral of \( W \) over a Cauchy hypersurface then represents a conserved quantity for the gravitational field, constructed from a solution \( h \) of the linearized equations and from a Killing vector field \( Y \). The interesting feature of this conserved quantity, as shown by theorem 5.7, is that, unless it is zero, the first-order solution \( h \) from which \( W \) was constructed is not tangent to any curve of exact solutions.

In summary, the second-order condition "works" as follows. Let \( \text{Ein}(g_0) = 0, D\text{Ein}(g_0) = 0, \) and let \( Y \) be a Killing vector field of \( g_0 \). If on any compact Cauchy hypersurface

\[ \int \left( D^2 \text{Ein}(g_0) \cdot \left< h, h \right> \cdot (Y S_\gamma) \mu(g_0) \neq 0, \]

then \( h \) is not tangent to any curve of exact solutions of the empty-space field equations, i.e. \( h \) is a spurious direction of perturbation.

Recent work [52] has shown that this second-order condition is sufficient as well. Thus the basic questions concerning linearization stability of the vacuum equations for space-times with compact Cauchy hypersurfaces have been answered. (See sect. 8 for further remarks.)

6. - Decomposition of tensors.

We continue to restrict our attention to the case of compact spacelike hypersurfaces \( M \). While the decompositions undoubtedly do work in the noncompact case, weighted Sobolev or Hölder spaces are sufficiently tricky that rigorous proofs are less routine than in the compact case. For example, as is well recognized, decomposing tensors which only fall off as \( 1/r \) is usually impossible; \( 1/r^2 \) fall-off is generally required. A discussion of the noncompact case is contained in [23].

Recall the canonical splitting that was discussed in sect. 1 as an application of the Fredholm alternative theorem:

\[ h = \hat{h} + L_x g, \] where \( L_x g \) is the part of \( h \) that is tangent to the orbit of \( g \) under the action of the diffeomorphism group = \( \mathcal{D}(M) \) and where \( \delta \hat{h} = 0. \)
In this splitting we use the usual $L_\tau$-adjoint $2\delta_\tau$ of $\alpha_\tau(X) = L_\tau g$. However, for relativity, as we have seen, it is convenient to use natural adjoints acting on spaces of dual tensor objects. Since $\alpha_\tau$ maps vector fields to symmetric two-covariant tensors, its natural $L_\tau$-adjoint, $\alpha_\tau^*$, maps symmetric two-contravariant tensor densities to one-form densities

$$(\alpha_\tau^*)^*: S^2_\tau \to A^1_\tau, \quad \pi \mapsto (\alpha_\tau^*)^* \cdot \pi = 2(\delta_\tau \pi) .$$

Using the metric $g$, we obtain an isomorphism of $S_\tau$ with $S^2_\tau$ by $h \mapsto h^\mu \mu^\nu \mu(g)$. Its inverse is $\pi \mapsto (\pi^\mu)^\mu$. Note that $\ker \alpha_\tau^* \subset S^2_\tau$. We write $(\ker \alpha_\tau^*)^*$ for the corresponding set of dual objects in $S_\tau$ (i.e. the image of $\ker \alpha_\tau^*$ under the inverse of the above isomorphism). Then the splitting of sect. 2 is written in terms of natural adjoints and dual tensor objects as

$$S_\tau = \text{range } \alpha_\tau \oplus (\ker \alpha_\tau^*)^* .$$

York's splitting. York [55] gives a decomposition which arises in a similar way to the canonical splitting, but with the conformal group replacing the diffeomorphism group. The conformal group, the set of all possible conformal transformations, is the semi-direct product of the set $\mathcal{P}$ of positive functions and the diffeomorphism group $\mathcal{D}$. $\mathcal{P} \cdot \mathcal{D}$ acts on $g$ by pull-back under a diffeomorphism followed by multiplication by a positive function:

$$\mathcal{P} \cdot \mathcal{D} \times \mathcal{M} \to \mathcal{M} ,$$

$$((p, \eta), g) \mapsto p(\eta^* g) .$$

For $g$ fixed, let $\Psi : \mathcal{P} \cdot \mathcal{D} \to \mathcal{M}$, $(p, \eta) \mapsto p(\eta^* g)$ be the orbit map, and let

$$\tau_\tau = T\Psi : T_\tau(\mathcal{P} \cdot \mathcal{D}) \approx C^\infty(M; \mathbb{R}) \times \mathcal{X} \to T_\tau \mathcal{M} \cong S_\tau , \quad (f, X) \mapsto fg + L_\tau g ,$$

be its tangent. The range of $\tau_\tau$ is then the tangent space to the orbit under the action of $\mathcal{P} \cdot \mathcal{D}$. The $L_\tau$-adjoint of $\tau_\tau$ is

$$\tau_\tau^*: S_\tau \to C^\infty \times \mathcal{X} : h \mapsto (\text{tr} h, 2(\delta h)^f) .$$

The Fredholm theory does not apply directly here because $\tau_\tau$ is a first-order operator on $\mathcal{X}$ and is a zeroth-order operator on $f$. However, use of a stronger concept of ellipticity due to DOUGLIS and NIKEBEEGBERG (cf. [56]) enables us to still apply a modified Fredholm alternative theorem to obtain the splitting

$$S_\tau = (\ker \tau_\tau^*)^* \oplus \text{range } \tau_\tau ,$$
so that, for \( h \in S \),

\[
    h = h^{tr} + fg + L_x g,
\]

where \( h^{tr} \in \ker \tau^* \) is a transverse traceless tensor, i.e. \( \delta h^{tr} = 0 \) and \( \text{tr} h^{tr} = 0 \). We get essentially the same geometric picture as before (fig. 3).

Fig. 3.

From (15), \( \text{tr} h = nf - 2 \delta X \), so that

\[
    f = \frac{1}{n} \text{tr} h + \frac{2}{n} \delta X.
\]

Thus (15) can be rewritten as the finer splitting

\[
    h = h^{tr} + L_x g + \frac{2}{n} (\delta X) g + \frac{\text{tr}(h)}{n} g.
\]

One calls \( L_x g + (2/n)X = L X \) the \( \ast \) longitudinal part \( \ast \) or the \( \ast \) conformal Killing form of \( X \). Note that the trace of \( L X \) is zero, so that the third term is pointwise orthogonal to each of the first two.

This splitting can also be obtained by working in the space \( \mathcal{W} \) of \( \ast \) conformally invariant metrics \( s \), \( g \otimes \mu(g)^{-2/n} \); \( L X \) is tangent to the \( \mathcal{D} \) orbit of \( g \otimes \mu(g)^{-2/n} \) in this space. The \( h^{tr} \) part can be regarded as in the direction of a slice for the action of \( \mathcal{D} \cdot \mathcal{D} \) on \( \mathcal{M} \) or \( \mathcal{D} \) on \( \mathcal{W} \); see fig. 4. (For further ge-
ometry of this splitting, see [55, 57]). Finally we note that the infinite dimensionality of the space of $TT$ tensors is not obvious; see [45].

**Barbance-Deser splitting.** The Barbance [58]-Deser [8]-Berger-Ebin [18] splittings come from splitting the divergence-free part $\hat{\kappa}$ in the canonical splitting $\kappa = \hat{\kappa} + L_x g$. This decomposition works for $(M, g)$ compact with constant scalar curvature. More can be said when $g$ is Einstein; that is, $\text{Ric}(g) = \lambda g$. The differential operator used in these splittings is the derivative of the scalar curvature, $\gamma_s = DR(g)$. The kernel of $\gamma_s$ consists of tensors tangent to the space of metrics with a specified scalar curvature $R(g) = \phi$; the range of the adjoint is the $L_x$-orthogonal space to this kernel. Thus for any $g \in \mathcal{M}$, $T_{\kappa} \mathcal{M}$ splits as $T_{\kappa} \mathcal{M} = \ker \gamma_s \oplus (\text{range } \gamma_s^*)^*$. If $R(g) = \text{const}$, this decomposition and the canonical decomposition are compatible; that is, $\text{range } \alpha_s \subset \ker \gamma_s$. Indeed, if $\eta_t$ is the flow of $X$,

$$R(\eta_t^* g) = R(g), \quad \text{so } 0 = \frac{d}{dt} R(\eta_t^* g)_{|t=0} = DR(g) \cdot L_x g = \gamma_s(\alpha_s(X)).$$

Thus intersecting the two splittings, we get the finer $L_x$-orthogonal splitting

(17) $$T_{\kappa} \mathcal{M} = (\ker \gamma_s \cap (\ker \alpha_s^*)^*) \oplus \text{range } \alpha_s \oplus (\text{range } \gamma_s^*)^*.$$

Now suppose $g$ is Einstein, $\text{Ric}(g) = \lambda g$, and let $\hat{\kappa} \in \ker \gamma_s \cap (\ker \alpha_s^*)^*$, so $\delta \hat{\kappa} = 0$ and $\gamma_s(\hat{\kappa}) = \Delta \text{tr } \hat{\kappa} + \delta \hat{\kappa} - \hat{\kappa} \cdot \text{Ric}(g) = 0$. Thus $\Delta(\text{tr } \hat{\kappa}) = \lambda \text{tr } \hat{\kappa}$. If $\lambda < 0$, this implies $\text{tr } \hat{\kappa} = 0$; if $\lambda = 0$, $\text{tr } \hat{\kappa}$ is constant. If $\lambda > 0$, then by [59] we know that the first eigenvalue of $\Delta$ is

$$\lambda > \frac{n}{n-1} \lambda > \lambda,$$

so $\text{tr } \hat{\kappa} = 0$. Thus, if $\hat{\kappa} \in \ker \gamma_s \cap (\ker \alpha_s^*)^*$, $\text{tr } \hat{\kappa}$ is either zero or constant.

Thus for the case in which $(M, g)$ is an Einstein manifold, (17) above becomes the Barbance-Deser-Berger-Ebin splitting $\phi$:

(18) $$\begin{cases} \lambda \neq 0: \hat{\kappa} = \hat{\kappa} + L_x g + (g \Delta f + \text{Hess } f - \lambda g), \\ \lambda = 0: \hat{\kappa} = \left( \hat{\kappa} + \frac{c}{n} g \right) + L_x g + (g \Delta f + \text{Hess } f), \end{cases}$$

where

$$c = \frac{1}{\text{vol } M} \int \text{tr } \kappa \mu_\nu.$$

This splitting for $\lambda = 0$ was also used by Brill and Deser [42].
Moncrief's splitting. Recent work by Moncrief [4] generalizes the above decomposition of $T_\pi\mathcal{M}$ to splittings of $T_{(g,\pi)}(T^*\mathcal{M})$. Moncrief observed from the various decompositions used in perturbation theory that one should really decompose the components of the tangent vector $(h, \omega) \in T_{(g,\pi)}(T^*\mathcal{M})$ simultaneously. Moncrief's decomposition can be derived by considering the operator $D\Phi(g,\pi)$ of sect. 2, and recalling our form of the evolution equations

$$\frac{\partial}{\partial \lambda}\begin{pmatrix} g \\ \pi \end{pmatrix} = J_0 D\Phi(g,\pi)^* \begin{pmatrix} Y \\ X \end{pmatrix},$$

where

$$J = \begin{pmatrix} 0 & I \\ -I & 0 \end{pmatrix}.$$

We have shown previously in sect. 2 that the operator $D\Phi(g,\pi)^*$ is elliptic, and so, therefore, is $J_0 D\Phi(g,\pi)^*$. Since $(J_0 D\Phi(g,\pi)^*)^* = -D\Phi(g,\pi)^* J$, we have immediately the two splittings

$$T_{(g,\pi)}(T^*\mathcal{M}) = \left(\text{range } (D\Phi(g,\pi)^*)\right)^* \oplus \ker (D\Phi(g,\pi))$$

and

$$T_{(g,\pi)}(T^*\mathcal{M}) = \text{range } (J_0 D\Phi(g,\pi)^*) \oplus \left(\ker (D\Phi(g,\pi)^* J)\right)^*,$$

where $(\cdot)^*$ means, as above, the space of dual tensor objects. Thus,

$$\text{range } D\Phi(g,\pi)^* \subset S_2 \times S_2,$$

$$\ker (D\Phi(g,\pi)^* J) \subset S_2 \times S_2,$$

$$\left(\text{range } (D\Phi(g,\pi)^*)\right)^* \subset S_2 \times S_2^*$$

and

$$\left(\ker (D\Phi(g,\pi)^* J)\right)^* \subset S_2 \times S_2^*.$$

The summand $\ker D\Phi(g,\pi)$ represents the infinitesimal deformations $(h, \omega)$ of $(g,\pi)$ that maintain $\Phi(g,\pi)$, and $\left(\text{range } (D\Phi(g,\pi)^*)\right)^*$ represents the infinitesimal deformations which change $\Phi(g,\pi)$. Thus, if $\Phi(g,\pi) = 0$, $\ker D\Phi(g,\pi)$ represents those infinitesimal deformations that conserve the constraints.

From infinitesimal conservation of $\Phi$, proposition 3.2, we know that, for $(g,\pi) \in \mathcal{W}_r \cap \mathcal{W}_s$,

$$\text{range } J_0 D\Phi(g,\pi)^* \subset \ker D\Phi(g,\pi).$$

Thus these two splittings can be intersected to give Moncrief's splitting:
6.1. Theorem. (Moncrief [4].) — For \((g, \pi) \in \mathcal{W} \cap C_\delta\), the tangent space \(T_{(g, \pi)}(\mathcal{T}^* \mathcal{M}) \approx S_1 \times S_2^*\) splits \(L_\nu\)-orthogonally as

\[
T_{(g, \pi)}(\mathcal{T}^* \mathcal{M}) = (\text{range} \ D\Phi(g, \pi)^*)^* \oplus (J \circ D\Phi(g, \pi)^*)^* \oplus (\ker (D\Phi(g, \pi) \circ J))^* \cap \ker (D\Phi(g, \pi)).
\]

For the purposes of the figure below, we number the summands as \(1 \oplus 2 \oplus 3\).

The two summands \(2\) and \(3\) in the splitting

\[
\ker D\Phi(g, \pi) = \text{range} \ (J \circ D\Phi(g, \pi)^*) \oplus (\ker (D\Phi(g, \pi) \circ J))^* \cap \ker (D\Phi(g, \pi))
\]

can be interpreted as follows. Elements of the summand \(2\) infinitesimally deform \((g, \pi)\) to Cauchy data that generate isometric space-times, and elements of the summand \(3\) infinitesimally deform \((g, \pi)\) in the direction of new Cauchy data that generate nonisometric solutions to the empty-space field equations (see fig. 5).

Below we shall see the geometrical significance of this second summand more clearly. For now, we note that Moncrief's splittings can be regarded as a decomposition of 12 functions of 3 variables \(\{h_{ij}(x^k), \omega^i(x^k)\}\) into 3 sets of 4 functions of 3 variables.

---

**Fig. 5.**
Finally we remark that, if $\pi = 0$ and $R(g) = 0$, then Moncrief's decomposition reduces to two copies of the Berger-Ebin splitting, given by eq. (17) above. If, moreover, $\text{Ric}(g) = 0$ (so that $g$ is flat), then Moncrief's decomposition gives the Barbance-Deser-Berger-Ebin splitting with $\lambda = 0$, as given by eq. (18) above.

7. Reduction of phase space and the symplectic space of gravitational degrees of freedom.

We now review some results of symplectic geometry that provide a basis for a more unified description of the various splittings [9]. These results are based on a general reduction of phase spaces for which there is an invariant Hamiltonian system under some group action [14]. A further application of these results leads to the construction of the symplectic space of gravitational degrees of freedom [10].

A background reference for the material in this section is [60, 61].

Let $P$ be a manifold and $\Omega$ a symplectic form on $P$; that is, $\Omega$ is a closed (weakly) nondegenerate two-form. For relativity, $P$ will be $T^*\mathcal{M}$ and $\Omega$ will be the canonical symplectic form $-J^{-1}$ as described above.

Let $G$ be a topological group which acts canonically on $P$; that is, for each $g \in G$, the action of $g$ on $P$, $\Phi_g : p \mapsto g \cdot p$, preserves $\Omega$. Assume there is a moment $\Psi$ for the action, as defined by Souriau [62]. This means the following: $\Psi$ is a map from $P$ to $\mathfrak{g}^*$, the dual to the Lie algebra $\mathfrak{g} = T_eG$ of $G$, such that

$$\Omega(\xi(p), v) = \langle d\Psi(p) \cdot v, \xi \rangle$$

for all $\xi \in \mathfrak{g}$, where $\xi_p$ is the corresponding infinitesimal generator (Killing form) on $P$, and $v \in T_pP$. Another way to define $\Psi$ is to require that, for each $\xi$, $p \mapsto \langle \Psi(p), \xi \rangle$ be an energy function for the Hamiltonian vector field $\xi_p$. This concept of a moment is an important geometrization of the various conservation theorems of classical mechanics and field theory, including Noether's theorem.

It is easy to prove that, if $H$ is a Hamiltonian function on $P$ with corresponding Hamiltonian vector field $X_H$ (i.e., $dH(p) \cdot v = \Omega(X_H(p), v)$), or equivalently $\iota_{\xi_p} \Omega = dH$, and if $H$ is invariant under $G$, then $\Psi$ is a constant of the motion for $X_H$; i.e., if $F_t$ is the flow of $X_H$, then $\Psi \circ F_t = \Psi$.

As an example, consider a group $G$ acting on a configuration space $Q$. This action lifts to a canonical action on the phase space $T^*Q$. The moment in this case is given by

$$\langle \Psi(\alpha_q), \xi \rangle = \langle \xi_q(q), \alpha_q \rangle,$$

where $\alpha_q$ belongs to $T^*Q$. If $G$ is the set of translations or rotations, $\Psi$ is
linear or angular momentum, respectively. As expected, $\Psi$ is a vector, and the transformation property required of this vector is equivariance of the moment under the co-adjoint action of $G$ on $\mathfrak{g}$; that is, the diagram

$$
\begin{array}{c}
P
\downarrow \Phi
\end{array}
\begin{array}{c}
P
\uparrow \Phi
\end{array}
\begin{array}{c}
\mathfrak{g}^*
\downarrow \text{Ad}^*_\mu
\end{array}
\begin{array}{c}
\mathfrak{g}^*
\uparrow \text{Ad}^*_\mu
\end{array}
$$

must commute. We shall consider only equivariant moments.

There are several classical theorems concerning reduction of phase spaces. In celestial mechanics there is Jacobi's elimination of the node which states that in a rotationally invariant system we can eliminate four of the variables and still have a Hamiltonian system in the new variables. Another classical theorem of Hamiltonian mechanics states that the existence of $k$ first integrals in involution allows a reduction of $2k$ variables in the phase space. Both of these theorems follows from a theorem of Marsden and Weinstein [14] on the reduction of phase space.

To construct this reduced space, let $G_\mu$ be the isotropy group of $\mu$:

$$G_\mu = \{ g \in G | \text{Ad}^*_\mu g = \mu \}.$$  

Consider $\Psi^{-1}(\mu) = \{ p | \Psi(p) = \mu \}$. The equivariance condition implies that $G_\mu$ preserves $\Psi^{-1}(\mu)$, so we can consider $P_\mu = \Psi^{-1}(\mu)/G_\mu$. In case $\Psi^{-1}(\mu)$ is a manifold (e.g. if $\mu$ is a regular value) and $G$ acts freely and properly on this manifold, we have

7.1. Theorem. (Marsden and Weinstein [14].) $P_\mu$ inherits a natural symplectic structure from $P$, and a Hamiltonian system on $P_\mu$ which was invariant under the canonical action of $G$ projects naturally to a Hamiltonian system on $P_\mu$.

In Jacobi's elimination of the node, $G$ is $SO_3$, so $\mathfrak{g}$ is $\mathbb{R}^3$ and the co-adjoint action is the usual one. Thus the isotropy subgroup $G_\mu$ of a point $\mu$ in $\mathbb{R}^3$ is $S^1$. If $\eta$ is the dimension of $P$, then $\Psi^{-1}(\mu)$ is the solution set for three equations, so the dimension of $\Psi^{-1}(\mu)/G_\mu$ is $n - 3 - 1 = n - 4$. For $k$ first integrals in involution, $G$ is a $k$-dimensional Abelian group, so the co-adjoint action is trivial and $G_\mu = G$. Thus the dimension of $\Psi^{-1}(\mu)/G$ is $n - 2k$. Another known theorem that follows from theorem 7.1 is the Kostant-Kirillov theorem which states that the orbit of a point $\mu$ in $\mathfrak{g}^*$ under the adjoint action is a symplectic manifold.

Now we shall show how to obtain a general splitting theorem for symplectic manifolds, one piece of which is tangent to the reduced space $P_\mu$ [9]. This includes the splitting theorems for symmetric tensors as a special case.
A splitting theorem for a symplectic manifold \( P \) requires a positive definite but possibly only weakly nondegenerate metric, or other such structure to give a dualization. This is so that orthogonal complements may be defined. Otherwise quotient spaces are needed. Suppose we know, say from the Fredholm theorem, that

\[
T_x P = \text{range } (T_x \Psi)^* \oplus \ker T_x \Psi
\]

(here \((T_x \Psi)^*\) is the usual \(L_2\)-adjoint). Of course, in finite dimensions this is automatic. Define

\[
\alpha_x : \mathfrak{g}_\mu \to T_x P : \xi \mapsto \xi_x(p),
\]

where \(\mathfrak{g}_\mu\) is the Lie algebra of \(G_\mu\). Suppose we also have the splitting

\[
T_x P = \text{range } \alpha_x \oplus \ker \alpha_x^*.
\]

There is a general compatibility condition between these two splittings, namely range \(\alpha_x \subset \ker T_x \Psi\), which follows readily from equivariance. In fact,

\[
\text{range } \alpha_x = T_x (G \cdot p) \cap \ker T_x \Psi.
\]

This compatibility condition implies the finer splitting

\[
T_x P = \text{range } (T_x \Psi)^* \oplus \text{range } \alpha_x \oplus (\ker T_x \Psi \cap \ker \alpha_x^*),
\]

i.e.

\[
T_x P \approx \text{range } (T_x \Psi)^* \oplus T_x (\text{orbit under } G_\mu) \oplus \ker T_x \Psi/G_\mu.
\]

Note that the third summand is the tangent space to \(P_\mu\). The geometric picture is the following (fig. 6):

Fig. 6.

1. belongs to range \(T_x \Psi^o\), the orthogonal complement of the tangent space to the level set \(\Psi^{-1}(\mu)\);
2. belongs to range \(\alpha_x\), the tangent space to the orbit of \(p\) under \(G_\mu\):
(3) is in \((\ker T_s \mathcal{P} \cap \ker \alpha_s^*)\), and is the part of the decomposition which is tangent to the reduced symplectic manifold.

(2) and (3) together are \(\ker T_s \mathcal{P}\), the tangent space to \(\mathcal{P}^{-1}(\mu)\).

Both Moncrief's and York's splittings are applications of this result.

For the case of Moncrief's splitting, \(P = T^* M\) and the 'group' is \(G = E^a(\mathcal{M}, V_s, \{g\})\), the spacelike embeddings of \(\mathcal{M}\) to Cauchy hypersurfaces in \((V_s, \{g\})\), a maximal space-time. Although this is not a group, it is enough like \(\mathcal{F} \cdot \mathcal{D}\), the semi-direct product of functions \(\tau\) (time translations) with diffeomorphisms \(\eta\) of \(\mathcal{M}\) for the analysis to work. \(G\) acts \(\ast\) on \((g, \pi)\) as follows.

Let \(\{g\}, \text{Ein}(\{g\}) = 0\), be a space-time which has \((g_0, \pi_0)\) as Cauchy data on an embedded Cauchy hypersurface

\[ \Sigma_o = i_o(M), \quad i_o : M \to V_s. \]

Then \(i \in E^a(\mathcal{M}, V_s, \{g\})\) maps \((g_0, \pi_0)\) to the \((g, \pi)\) induced on the hypersurface \(\Sigma = i(M)\). The set of all such \((g, \pi)\) define the orbit of \((g_0, \pi_0)\). These orbits are disjoint, so define an equivalence relation \(\sim\).

![Diagram](image)

**Fig. 7.**

Although this is not an action (since \(E^a\) is not a group), it has well-defined orbits and the above symplectic analysis applies [10]. If we use the adjoint form of the Einstein evolution system, the moment of \(\ast\) this action \(\ast\) on a tangent vector \(\{\pi, X, X_{\mathcal{M}} \in T_g E^a(\mathcal{M}, V_s, \{g\})\) with lapse \(N\) and shift \(X\) is computed to be

\[ \Psi_{q_{o,e}}(\{\pi, X\}) = \int N \mathcal{H}(g, \pi) + X \cdot \mathcal{J}(g, \pi). \]

Here the \(\{\pi, X\}_{\mathcal{M}}\) or the \((N, X)\) can be thought of as belonging to the \(\ast\) Lie algebra \(\ast\) of \(E^a\). (See appendix II.)

Since \(\mathcal{P}^{-1}(0)\) is precisely the constraint set \(\mathcal{C}_{\mathcal{P}} \cap \mathcal{C}_\theta\), we choose \(\mu = 0\), so
\( G = G. \) From the equations of motion,

\[
\alpha_{\text{e}}: \mathcal{E} \to T_{(\varepsilon, M)}(T^*\mathcal{M}), \quad (\varepsilon, X) \mapsto J \circ D \Phi(g, \pi)^* \begin{pmatrix} \varepsilon \\ X \end{pmatrix}.
\]

Thus the symplectic decomposition (21) becomes

\[
T_{(\varepsilon, M)}(T^*\mathcal{M}) = (\text{range } D \Phi(g, \pi)^*)^* \oplus \text{range } (J \circ D \Phi(g, \pi)^*) \oplus \ker D \Phi(g, \pi) \cap \ker D \Phi(g, \pi) \circ J,
\]

which is Moncrief's splitting. Here the third summand represents the tangent space to the reduced space \( \mathcal{P} \approx \mathcal{E}' \cap \mathcal{E} \). This quotient, by the equivalence relation described above, is naturally isomorphic to the space of gravitational degrees of freedom, namely \( \mathcal{E}(\mathcal{V})/\mathcal{D}(\mathcal{V}) \), the set of solutions to the vacuum Einstein equations \( \mathcal{E}(\mathcal{V}) = \{ u g | \text{Ein}(u g) = 0 \} \) modulo the spacetime diffeomorphism group \( \mathcal{D}(\mathcal{V}) = \text{Diff}(\mathcal{V}) \). This is the space of isometry classes of empty-space solutions of the Einstein equations. This is the space of gravitational degrees of freedom; the co-ordinate gauge group has been factored out.

For the noncompact case, one must be much more careful about the definition of the space of gravitational degrees of freedom (e.g., one does not want to identify all solutions; this case is qualitatively different because of the presence of a mass function and gravitational radiation, as is discussed in [23]).

For York's decomposition, the manifold is the same, namely \( T^*\mathcal{M} \), but the group is the conformal group \( \mathcal{P} \cdot \mathcal{D} \) acting on \( T^*\mathcal{M} \), as described before. The infinitesimal generators of the action of the conformal group are

\[
\alpha_{\text{e}}(p, X) = pg + L_X g
\]

and the moment is computed to be

\[
\Psi_{\text{e}}(p, X) = \int p \text{ tr } \pi + \int X \cdot \mathcal{J}(g, \pi)
\]

so

\[
\Psi^{-1}(0) = \{ (g, \pi) | \delta \pi = 0 \text{ and } \text{tr } \pi = 0 \} = \mathcal{E}_r \cap \mathcal{E}_d,
\]

the intersection of the sets where the divergence of \( \pi \) is zero and where the trace of \( \pi \) is zero.

One can show, as for \( \mathcal{E}_r \cap \mathcal{E}_d \), that \( \mathcal{E}_r \cap \mathcal{E}_d \) is a manifold in a neighborhood of those \( (g, \pi) \in \mathcal{E}_r \cap \mathcal{E}_d \) such that \( (g, \pi) \) has no simultaneous conformal Killing vector fields, i.e., if \( L_g = f_1 g, L_X = f_2 g, \) then \( X = 0 \) (see [57]).

The universal decomposition (21) splits an element \((h, \omega)\) of \( T_{(\varepsilon, M)}(T^*\mathcal{M}) \) into two copies of York's decomposition described in sect. 6. In this case, the
reduced phase space is

\[ \mathcal{C}_s \cap \mathcal{C}_s / \mathbb{P} \cdot \mathbb{D} . \]

From [47], we see that this space is isomorphic to the space \( \mathcal{C} \cap \mathcal{C} / \sim \).

As we have emphasized, in the case of compact hypersurfaces, one identifies all (\( g, \pi \))'s which occur on slicings in one space-time. In the noncompact case one does not do this, as is explained in [23]. This point and the general definition of "true degrees of freedom" is consequently confusing at first.

In the present compact case, however, we find it useful to write

\[ \mathcal{I}_{\text{dyn}} = \mathcal{I}_{\text{dynamical}} = \mathcal{C} \cap \mathcal{C} / \sim \]

and

\[ \mathcal{I}_{\text{conf}} = \mathcal{I}_{\text{conformal}} = \mathcal{C} \cap \mathcal{C} / \mathbb{P} \cdot \mathbb{D} . \]

Both are representations of \( \mathcal{I} = \mathcal{S}(V_\mathbb{A}) / \mathcal{D}(V_\mathbb{A}) \). The natural symplectic structure on \( \mathcal{T} \cdot \mathbb{M} \) associated with the dynamics induces naturally the symplectic structure on \( \mathcal{I}_{\text{dyn}} \). We do not know if the isomorphism between \( \mathcal{I}_{\text{dyn}} \) and \( \mathcal{I}_{\text{conf}} \) is a canonical transformation, i.e. if the symplectic structure on \( \mathcal{I}_{\text{conf}} \) associated with the dynamics is the natural symplectic structure on \( \mathcal{I}_{\text{conf}} \). However, it seems unlikely.

The symplectic structure on \( \mathcal{I} \) described above may be important for the problem of quantizing gravity. This would be of physical interest in the non-compact case in connection with gravitational waves.

The symplectic structure presented here is implicit in the work of Bergmann [83], Dirac [2] and DeWitt [35, 64]. The present formulation, however, allows one to be rather precise and geometrical. First of all, it may allow one to use the Segal (cf. [65, 66]) or Kostant-Souriau [62] formalism to carry out a full quantization or a semi-classical quantization. Secondly, the approach presented here enables one to show that near metrics \( \omega \) in \( \mathcal{S}(V_\mathbb{A}) \) with no isometries (and hence no space-time Killing vector fields) \( \mathcal{S}(V_\mathbb{A}) / \mathcal{D}(V_\mathbb{A}) \) is a smooth manifold and is locally isomorphic in a natural way to \( \mathcal{C} \cap \mathcal{C} / \sim \), and thus carries a canonical symplectic structure. Thus in a neighborhood of Einstein flat space-times without Killing vector fields, the space \( \mathcal{I} = \mathcal{S}(V_\mathbb{A}) / \mathcal{D}(V_\mathbb{A}) \) of gravitational degrees of freedom is itself a symplectic manifold, or, if you prefer, a gravitational phase space without singularities, each element of which represents an empty-space geometry.

8. Current work and open problems.

Many of the areas that we have discussed in this paper are currently under investigation.
Linearization stability for nongravitational fields coupled to gravity is an active area of research. For example, the case of the coupled Einstein-Maxwell system has been solved by Arns [67]. The conditions for stability in this case are the absence of a simultaneous Killing vector field for $^{\text{t}^\text{g}}g$ and the electromagnetic-field tensor $F$. The methods have been extended to general Yang-Mills fields coupled to gravity as well.

D'Elath [68, 69] has examined the case of linearization stability of Robertson-Walker universes and finds them to be linearization stable. In the case $k = 0$, he considers perturbations which die away at spatial infinity.

The question of linearization stability for asymptotically flat space-times is not fully settled. A main difficulty is that, in general, the splitting theorems of sect. I are quite delicate and often break down. We consider the time-symmetric asymptotically flat case in [23].

The situation for several important cases of interest for black-hole research, namely the Schwarzschild and Kerr solutions, remains open, but should be settled in the near future.

The sufficiency of the second-order conditions presented in sect. 5 has been proven in current investigations [52]. We have been able to show that, if there are $k$ linearly independent Killing vector fields for $^{\text{t}^\text{g}}g$, then these $k$ extra second-order conditions are sufficient for linearization stability. The $(g_0, \pi_0)$ induced on any Cauchy hypersurface is a singular point of $\mathcal{C}_A \setminus \mathcal{C}_A$, and locally $\mathcal{C}_A \setminus \mathcal{C}_A$ looks like a (manifold) $\times$ (an intersection of $k$ cones). The proof depends on the slice theorem for relativity [10] and on some techniques from bifurcation theory at multiple eigenvalues.

The authors are currently engaged in the general question of the Hamiltonian structure of tensor field theories coupled to gravity [28]. A fundamental work in this area is due to Kuchar [36].

Our approach is to develop a Hamiltonian formalism, modeled on the adjoint form of the Einstein equations, for any covariant field theory coupled to gravity. In the case of Lagrangians which do not depend on derivatives of the gravitational field, our results are similar to the pure gravitational case. Briefly, if $^{\text{t}^\text{g}}\varphi_A$ is a space-time field whose dynamics are described by a Lagrangian density $\mathcal{L}^{\text{t}^\text{g}}\varphi_A,^{\text{t}^\text{g}}g$ which does not depend on derivatives of $^{\text{t}^\text{g}}g$, then the projections of $^{\text{t}^\text{g}}\varphi_A$ on spacelike hypersurfaces gives rise to $\varphi_{\text{dynamical}}$ and $\varphi_{\text{degenerate}}$, now tensor quantities on the hypersurface. One also has

\[
H_{\text{total}} = H_{\text{geom}} + H_{\text{fields}},
\]
\[
J_{\text{total}} = J_{\text{geom}} + J_{\text{fields}},
\]

and functions $\varphi^{\text{dynamical}}$ which correspond to the constraints of the theory due to degenerate fields.

If we let $\Phi_t = (H_t, J_t, \varphi^{\text{dynamical}})$, the Hamiltonian picture is fully described
by the system
\[
\frac{\partial}{\partial t} \begin{pmatrix} \varphi_{12} \\ \varphi_{13} \\ \varphi_{23} \end{pmatrix} = J \circ D \Phi_{\tau}(g, \varphi_{123}; \tau, \varphi_{123}^*) \begin{pmatrix} \delta \\ X \end{pmatrix},
\]

\[\Phi_{\tau}(g, \varphi_{123}; \tau, \varphi_{123}^*) = 0.\]

Thus the expression \(N \Phi'_\tau + X \mathcal{F}'_\tau + \varphi_{123} \mathcal{G}^{123} \) acts as the generator of translations.

The formal similarities to the pure gravitational case allow one to take over at little extra effort the splitting theorems and reduction procedures of sect. 7. Thus, in particular, we are able to construct a symplectic manifold which represents the total space of degrees of freedom due to gravity and to the external fields. This approach may be tied in with the Dirac theory of constraints using (70).

For alternative approaches to the space of gravitational degrees of freedom and its symplectic structure, see (71) and (72).

Finally we mention that many of the topics presented here may be extended to noncompact cases. Linearization stability results are completely different in this case (see [23]). Moreover, in the dynamical formulation, the mass function acts as the generator of time translations and indeed appears to be the proper Hamiltonian (see [38] and sect. 10 of [23]).

\section*{Appendix I}

\textbf{Variational derivatives of the scalar curvature.}

In computing the variational derivatives of a tensor that depends on the metric and its derivatives, the partial derivatives that arise are not tensor quantities. Here we consider only the scalar curvature map, but the general procedure is useful in computing the stress-energy tensor of a Lagrangian density which may depend on the derivatives of the background metric tensor (see [28, 36 III]).

For the map \(R(g)\) we have
\[
D_\xi(R(g)) \cdot h = \partial_\xi R(g) \cdot h + \partial_\xi h \cdot R(g) + \partial_\xi \cdot R(g) \cdot \partial^* h.
\]

The three partial-derivative terms do not correspond to the three tensor terms in the expression
\[
D_\xi R(g) \cdot h = - h \cdot \text{Ric} (g) + \Delta \text{tr} h + \delta \delta h.
\]
For example, the term $\partial_s R(g) \cdot h$ is not a tensor; it involves variations of the Christoffel symbols with respect to the metric $g$ alone, and not its derivatives. In fact,

$$\partial_s (\Gamma^i_j \cdot h) = -\frac{1}{2} h^{as} (g_{ai,k} + g_{ak,i} - g_{ik,a}) ,$$

whereas the total variation of the Christoffel symbols is a tensor,

$$\partial_s \Gamma^i_j \cdot h = \partial_s \Gamma^i_j \cdot h + \partial_s \partial_s \Gamma^i_j \cdot \partial h = \frac{1}{2} g^{is} (h_{sik} + h_{ski} - h_{kis}) .$$

To get a variational method that yields partial derivatives that are tensors, we consider the scalar curvature as a function of the undifferentiated metric coefficients that do not appear in the Christoffel symbols, and of the Christoffel symbols, and we write $R(g, \Gamma)$ to represent the functional dependence.

Since the Ricci tensor depends only on the connection $\Gamma$, the undifferentiated metric coefficients do not appear except in the definition of the Christoffel symbols. Hence we write $\text{Ric} (\Gamma)$, and

$$R(g, \Gamma) = g^{-1} \cdot \text{Ric} (\Gamma) .$$

If we use the chain rule for functional derivatives, the derivative of $R(g, \Gamma)$ is given by

$$\partial_s R(g, \Gamma) \cdot h = \partial_s (\partial_s R(g, \Gamma) \cdot h) = \partial_s R(g, \Gamma) \cdot (D_s \Gamma^i_j \cdot h) + \partial_s (D_s \Gamma^i_j \cdot h) \cdot \partial h = \partial_s R(g, \Gamma) \cdot (D_s \Gamma^i_j \cdot h) ,$$

where now each term is a tensor,

$$\partial_s R(g, \Gamma) \cdot h = -h \cdot \text{Ric} (\Gamma) = -h \cdot \text{Ric} (g) ,$$

and the second term is evaluated as

$$\partial_s (R(g, \Gamma) \cdot (D_s \Gamma^i_j \cdot h)) = g^{-1} \cdot \left( \partial_s (R(g, \Gamma) \cdot (D_s \Gamma^i_j \cdot h)) \right) = g^{-1} \cdot (D \text{Ric} (g) \cdot h) = \Delta \text{tr} h + 8\pi h ,$$

where the equality $D \text{Ric} (g) \cdot h = Dr \text{Ric} (\Gamma) \cdot (D_s \Gamma^i_j \cdot h)$ follows because $\text{Ric} (g)$ depends only on the connection.

Applying this procedure to the Hamiltonian density $\mathcal{H}(g, \pi)$ for general relativity, we write

$$\mathcal{H}(g, \Gamma, \pi) = \mathcal{H}(g, \pi) - R(g, \Gamma) \mu(g) ,$$

where $\mathcal{H}(g, \pi)$ are the kinetic terms of $\mathcal{H}(g, \pi)$ and are algebraic in $(g, \pi)$. Thus

$$\partial_s \mathcal{H}(g, \Gamma, \pi) \cdot h = \partial_s \mathcal{H}(g, \Gamma, \pi) \cdot (h, D\Gamma^i_j \cdot h) = \partial_s \mathcal{H}(g, \Gamma, \pi) \cdot h + \partial_s (D\mathcal{H}(g, \Gamma, \pi) \cdot (D\Gamma^i_j \cdot h)) \mu(g) = \partial_s \mathcal{H}(g, \Gamma, \pi) \cdot h - \left( \partial_s (R(g, \Gamma) \cdot (D\Gamma^i_j \cdot h)) \right) \mu(g) = \partial_s \mathcal{H}(g, \Gamma, \pi) \cdot h - (\Delta \text{tr} h + 8\pi h) \mu(g) ,$$
where

\[ \tilde{\mathcal{H}}(g, \Gamma, \pi) = \tilde{\mathcal{H}}(g, \pi) \cdot h + (\text{Ein}(g) \cdot h) \mu(g) = -S_0(\pi, \pi) \cdot h + (\text{Ein}(g) \cdot h) \mu(g). \]

Integrating by parts, we then find

\[ D^*_x \mathcal{H}(g, \pi) \cdot N = N \tilde{\mathcal{H}}(g, \Gamma, \pi) - (g \Delta N + \text{Hess } N) \mu(g). \]

In the above expressions, each of the partial derivatives is a tensor.

**Appendix II**

Poisson brackets and the Dirac canonical commutation relations.

This appendix gives a few complements to the results of sect. 2.

Let \( F: T^*\mathcal{M} \rightarrow \mathbb{R} \) be a real-valued function of \( T^*\mathcal{M} \) that comes from a density \( \mathcal{F}: T^*\mathcal{M} \rightarrow \mathbb{R} \),

\[ F(g, \pi) = \int_{\mathcal{M}} \mathcal{F}(g, \pi). \]

Then the Hamiltonian vector field of \( F \)

\[ X_F: T^*\mathcal{M} \rightarrow T(T^*\mathcal{M}) \]

is defined by

\[ dF(g, \pi) \cdot (h, \omega) = \Omega(X_F(g, \pi), (h, \omega)), \]

where \( \Omega \) is the symplectic structure on \( T^*\mathcal{M} \).

**II.1. Proposition.** The Hamiltonian vector field \( X_F \) is given by

\[ X_F(g, \pi) = J^*(D\mathcal{F}(g, \pi))^* \cdot 1. \]

**Proof.** Recall that

\[ \Omega(X_F(g, \pi), (h, \omega)) = -\int \langle X_F(g, \pi), J^{-1}(h, \omega) \rangle, \]

and so

\[ dF(g, \pi) \cdot (h, \omega) = \int D\mathcal{F}(g, \pi) \cdot (h, \omega) = \int \langle D\mathcal{F}(g, \pi)^* \cdot 1, (h, \omega) \rangle = \]

\[ = -\int \langle J^* D\mathcal{F}(g, \pi)^* \cdot 1, J^{-1}(h, \omega) \rangle = \Omega(J^* D\mathcal{F}(g, \pi)^* \cdot 1, (h, \omega)). \]

Here we used the identity \( J^* = -J \).
In particular, if \( F = \mathcal{H} + X \cdot \mathcal{J} \), then
\[
X_F(g, \pi) = J^\circ D(\mathcal{H} + X \cdot \mathcal{J})^* \cdot 1 = J^\circ D\Phi(g, \pi)^* \left( \frac{N}{X} \right),
\]
again showing that the Einstein evolution equations are Hamilton's equations on the symplectic manifold \( T^* \mathcal{M} \) with Hamiltonian density \( \mathcal{H} + X \cdot \mathcal{J} \).

Now suppose \( F_1, F_2 : T^* \mathcal{M} \to \mathbb{R} \) are real-valued functions on \( T^* \mathcal{M} \) that arise from densities \( \mathcal{F}_1 \) and \( \mathcal{F}_2 \), respectively. Then their Poisson bracket,
\[
\{ F_1, F_2 \} : T^* \mathcal{M} \to \mathbb{R},
\]
is defined by
\[
\{ F_1, F_2 \}(g, \pi) = \Omega(X_{F_1}(g, \pi), X_{F_2}(g, \pi)),
\]
where \( X_F \) is the Hamiltonian vector field for \( F \).

II.2. Proposition. – The Poisson bracket \( \{ F_1, F_2 \} \) defined above is given by
\[
\{ F_1, F_2 \}(g, \pi) = \int \langle D_v \mathcal{F}_1(g, \pi)^* \cdot 1, D_v \mathcal{F}_2(g, \pi)^* \cdot 1 \rangle - \\
- \int \langle D_v \mathcal{F}_1(g, \pi)^* \cdot 1, D_v \mathcal{F}_2(g, \pi) \cdot 1 \rangle.
\]

Proof.
\[
\{ F_1, F_2 \}(g, \pi) = \Omega(X_{F_1}(g, \pi), X_{F_2}(g, \pi)) = \\
= -\int \langle X_{F_1}(g, \pi), J^{-1} \circ X_{F_2}(g, \pi) \rangle = \\
= -\int \langle J^\circ D\mathcal{F}_1(g, \pi) \cdot 1, J^{-1} \circ J^\circ D\mathcal{F}_2(g, \pi)^* \cdot 1 \rangle = \\
= -\int \langle D\mathcal{F}_1(g, \pi)^* \cdot 1, J^\circ D\mathcal{F}_2(g, \pi)^* \cdot 1 \rangle = \\
= \int \langle D\mathcal{F}_1(g, \pi)^* \cdot 1, J^\circ D\mathcal{F}_2(g, \pi)^* \cdot 1 \rangle = \\
= \int \left( \langle D_v \mathcal{F}_1(g, \pi)^* \cdot 1, D_v \mathcal{F}_2(g, \pi)^* \cdot 1 \rangle, \left( \begin{array}{c} D_{\pi} \mathcal{F}_1(g, \pi)^* \cdot 1 \\ -D_v \mathcal{F}_2(g, \pi)^* \cdot 1 \end{array} \right) \right) = \\
= \int \langle D_v \mathcal{F}_1(g, \pi)^* \cdot 1, D_v \mathcal{F}_2(g, \pi)^* \cdot 1 \rangle - \int \langle D_{\pi} \mathcal{F}_1(g, \pi)^* \cdot 1, D_v \mathcal{F}_2(g, \pi)^* \cdot 1 \rangle.
\]

Remark. According to the correspondences in sect. 2, this may be written in physics notation as
\[
\{ F_1, F_2 \} = \int \left( \frac{\delta \mathcal{F}_1}{\delta g} \frac{\delta \mathcal{F}_2}{\delta \pi} - \frac{\delta \mathcal{F}_1}{\delta \pi} \frac{\delta \mathcal{F}_2}{\delta g} \right).
\]
Now consider the case when \( F_s = \int \mathcal{H} + X \cdot \mathcal{J} \). Then, from the above proof,

\[
\{ F, \mathcal{H} + X \cdot \mathcal{J} \}(g, \pi) = \int \left< D \mathcal{F}(g, \pi)^* \cdot 1, J \circ D \mathcal{H}(g, \pi)^* \cdot 1 \right> = \\
= \int \left< D \mathcal{F}(g, \pi)^* \cdot 1, J \circ D \Phi(g, \pi)^* \left( \frac{\partial}{\partial \lambda} \right) \right> = \int D \mathcal{F}(g, \pi) \left( \frac{\partial}{\partial \lambda} \right) = \\
= \int \frac{d}{d\lambda} \mathcal{F}(g, \pi) = \frac{d}{d\lambda} F(g, \pi).
\]

What this means is the following. Given \((g, \pi)\) and \((N, X)\), let \((N(\lambda), X(\lambda))\) be an arbitrary lapse and shift such that \(N(0) = N, X(0) = X\). Let \((g(\lambda), \pi(\lambda))\) be the solution of the Einstein evolution equations with lapse and shift \((N(\lambda), X(\lambda))\) and initial data \((g, \pi)\). Let \(F(\lambda) = F(g(\lambda), \pi(\lambda))\). Then

\[
\frac{d}{d\lambda} F(g, \pi) = \frac{d}{d\lambda} F(g, \pi).
\]

Thus, as we expected, a Poisson bracket with the Hamiltonian \( \int \mathcal{H} + X \cdot \mathcal{J} \) generates \( \lambda \)-derivatives of \( F(g(\lambda), \pi(\lambda)) \), where \((g(\lambda), \pi(\lambda))\) is the flow with initial data \((g, \pi)\) and lapse and shift \((N(\lambda), X(\lambda))\) such that \(N(0) = N, X(0) = X\).

Now we consider the case when \( F_1 = \int \mathcal{H} + X_1 \cdot \mathcal{J}, F_2 = \int \mathcal{H} + X_2 \cdot \mathcal{J} \), The next theorem computes Dirac's [2] canonical commutation relationships for general relativity. (See also [13, 35].)

II.3. Theorem. - Given \( N_1, N_2 : M \to \mathbb{R}, X_1, X_2 : M \to TM, \) and

\[
F_1 = \int (N_1 \mathcal{H} + X_1 \cdot \mathcal{J}) : T^* \mathcal{M} \to \mathbb{R},
\]

\[
F_2 = \int (N_2 \mathcal{H} + X_2 \cdot \mathcal{J}) : T^* \mathcal{M} \to \mathbb{R},
\]

then

\[
\{ F_1, F_2 \} = \int \left< L_{X_1} N_1 - L_{X_2} N_2, \mathcal{H} \right> + \int \left< (N_2 \text{ grad } N_1 - N_1 \text{ grad } N_2), \mathcal{J} \right> + \int \left< L_{X_1}, X_1, \mathcal{J} \right>,
\]

and, in particular,

\[
\left\{ \int N_1 \mathcal{H}, \int N_2 \mathcal{H} \right\} = \int \left< N_1 \text{ grad } N_1 - N_1 \text{ grad } N_2, \mathcal{J} \right>,
\]

\[
\left\{ \int N \mathcal{H}, \int X \cdot \mathcal{J} \right\} = \int \left< L_{X_1} N, \mathcal{H} \right>,
\]

\[
\left\{ \int X_1 \cdot \mathcal{J}, \int X_2 \cdot \mathcal{J} \right\} = \int \left< L_{X_2} X_1, \mathcal{J} \right>.
\]
Proof. By the remarks preceding the theorem,
\[
\{ \int N_1 \mathcal{H} + X_1 \mathcal{I}, \int N_2 \mathcal{H} + X_2 \mathcal{I} \} = \frac{\delta}{\delta \lambda} \int (N_1 \mathcal{H} + X_1 \mathcal{I}) = \int \left( N_1 \frac{\delta \mathcal{H}}{\delta \lambda} + X_1 \frac{\delta \mathcal{I}}{\delta \lambda} \right),
\]
where the \( \lambda \)-derivatives of \( \mathcal{H} \) and \( \mathcal{I} \) are computed with respect to a flow generated by \( (g, \pi) \) and \( (N_2, X_2) \). Thus, using theorem 3.1, we have
\[
\int X_1 \frac{\delta \mathcal{H}}{\delta \lambda} + X_1 \frac{\delta \mathcal{I}}{\delta \lambda} = \\
= \int N_1 \left( -L_x \mathcal{H} - \frac{1}{N_2} \text{div} \left( (N_2)^2 \mathcal{I} \right) \right) + \int X_1 \cdot (-L_x \mathcal{I} - (dN_2) \mathcal{H}) = \\
= \int (L_x N_1) \mathcal{H} + d \left( \frac{N_1}{N_2} \right) (N_2)^2 + \int \langle L_x X_1, \mathcal{I} \rangle - (L_x N_2) \mathcal{H} = \\
= \int (L_x N_1 - L_x N_2) \mathcal{H} + \int \langle N_2 \text{grad} N_1 - N_1 \text{grad} N_2, \mathcal{I} \rangle + \int \langle L_x X_1, \mathcal{I} \rangle.
\]

By bilinearity and antisymmetry of the Poisson bracket,
\[
\{ \int N_1 \mathcal{H} + X_1 \mathcal{I}, \int N_2 \mathcal{H} + X_2 \mathcal{I} \} = \\
= \left\{ \int N_1 \mathcal{H}, \int N_2 \mathcal{H} \right\} + \left\{ \int N_1 \mathcal{H}, \int X_2 \mathcal{I} \right\} - \left\{ \int N_2 \mathcal{H}, X_1 \mathcal{I} \right\} + \left\{ \int X_1 \mathcal{I}, \int X_2 \mathcal{I} \right\}.
\]
Comparing with the above, we identify
\[
\left\{ \int N_1 \mathcal{H}, \int N_2 \mathcal{H} \right\} = \int \langle N_2 \text{grad} N_1 - N_1 \text{grad} N_2, \mathcal{I} \rangle, \\
\left\{ N_1 \mathcal{H}, X_1 \mathcal{I} \right\} = \int \langle L_x N \mathcal{H} \rangle, \\
\left\{ X_1 \mathcal{I}, X_1 \mathcal{I} \right\} = \int \langle L_x X_1, \mathcal{I} \rangle.
\]

These later relations, Dirac's canonical commutation relations for general relativity, are thus equivalent to the evolution equations for \( \mathcal{H} \) and \( \mathcal{I} \) with a general lapse and shift function.

Let \( i_s \in \Gamma^0(M; V_s, \iota^0 g) \). Then using the normal \( \iota^0 Z_{\Sigma_s} \) to the embedded hypersurface \( \Sigma_s = i_s(M) \), the lapse-shift decomposition gives a decomposition of the tangent space
\[
T_{i_s} \Gamma^0(M; V_s, \iota^0 g) \approx C^0(M; \mathcal{R}) \times \mathfrak{X}(M);
\]

\( \iota^0 X_{\Sigma_s} \mapsto (N_s, X_s) \), the lapse and shift of \( \iota^0 X_{\Sigma_s} = N_{\iota^0 Z_{\Sigma_s}} - T_{i_s} X_s \).

Define a bracket structure on \( C^0(M; \mathcal{R}) \times \mathfrak{X}(M) \) as follows:
\[
\{ (N_s, X_s), (N_2, X_2) \} = (L_x N_1 - L_x N_2, N_s \text{grad} N_1 - N_1 \text{grad} N_s + L_x X_1).
\]
TOPICS IN THE DYNAMICS OF GENERAL RELATIVITY

With this bracket, \( C^* (\mathcal{M}; \mathfrak{X}) \), is given the structure of an algebra, but it is not a Lie algebra. Through the gradient terms, this bracket depends on the metric \( g \) induced on the hypersurface, but it does not depend on the momentum \( \pi \). Thus at different \( \mathcal{I} \)'s the algebra structure changes.

Kuchar [36] takes the point of view that this bracket structure on the space of embeddings can be understood in its own right, and that the canonical commutation relationships of general relativity are a representation (in fact, the unique representation when no external fields are present) of the « group » of embeddings \( E^* (\mathcal{M}; V_4, \{g \}) \).

Kuchar has recently suggested enlarging the dynamical phase space to \( T^* (\mathcal{M} \times E^* (\mathcal{M}; V_4, \{g \}) \). This has the pleasant feature that now we have a group \( \mathcal{G} (V_4) \) which acts on this space (cf. [25], sect. 4, 7).
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