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In this paper the exterior Einstein equations are explored from a differential geometric point of view. Using methods of global analysis and infinite-dimensional geometry, we answer the wrong question: "In what sense are the Einstein equations, written as equations of evolution, a Lagrangian dynamical system?" By using our global methods, several aspects of the lapse function and shift vector field are clarified. The geometrical significance of the shift becomes apparent when the Einstein evolution equations are written using Lie derivatives. The evolution equations are then interpreted as evolution equations as seen by an observer in space coordinates. Using the notion of body-space transitions, we then find the relationship between solutions with different shifts by finding the flow of a time-dependent vector field. The use of body and space coordinates is shown to be somewhat analogous to the use of such coordinates in Euler's equations for a rigid body and the use of Eulerian and Lagrangian coordinates in hydrodynamics. We also explore the geometry of the lapse function, and show how one can pass from one lapse function to another by integrating ordinary differential equations.

This involves integrating what we call the "intrinsic shift vector field." The essence of our method is to extend the usual configuration space $\mathcal{M} = \text{Riem}(M)$ of Riemannian metrics to $T \times \mathbb{D} \times \mathcal{M}$, where $T = C^\infty(M, \mathbb{R})$ is the group of relativistic time translations and $\mathbb{D} = \text{Diff}(M)$ is the group of spatial coordinate transformations of $M$.

The lapse and shift then enter the dynamical picture naturally as the velocities canonically conjugate to the configuration fields $(\xi, \eta) \in T \times \mathbb{D}$. On this extended configuration space, a degenerate Lagrangian system is constructed which allows precisely for the arbitrary specification of the lapse and shift functions. We reinterpret a metric given by DeWitt for $\mathbb{D}$ as a degenerate metric on $T \times \mathbb{D}$. On $T \times \mathbb{D}$, however, the metric is quadratic in the velocity variables. The groups $T$ and $\mathbb{D}$ also serve as symmetry groups for our dynamical system. We establish that the associated conserved quantities are just the usual "constraint equations." A precise theorem is given for a remark of Misner that in an empty space-time we must have $\mathbb{R} = 0$. We study the relationship between the evolution equations for the time-dependent metric $\mathfrak{g}$ and the Ricci flat configuration of the reconstructed Lorentz metric $g$. Finally, we make some remarks about a possible "superphase space" for general relativity and how our treatment on $T \times \mathbb{D} \times \mathcal{M}$ is related to ordinary superspace and superphase space.

1. INTRODUCTION: THE EINSTEIN EQUATIONS OF EVOLUTION

Our aim in this paper is to study the Einstein equations of evolution as a dynamical system, to explore the geometrical meaning of the lapse function $N$ and shift vector field $X$ introduced by Wheeler,1 to introduce the gauge groups $T$ and $\mathbb{D}$ appropriate for the dynamical formulation of general relativity, and to study the interrelationships of the evolution equations with $N$ and $X$, with the four-dimensional empty space condition $R_{ab} = 0$, and with the gauge groups $T$ and $\mathbb{D}$. The gauge groups $T$ and $\mathbb{D}$ and the meaning of $N$ and $X$ are explained below.

Basic work on the problem of regarding the Einstein equations of evolution as a dynamical system has been done by Arnowitt, Deser, and Misner,2 by DeWitt,3 and by Wheeler.1 We shall formulate this work using the general theory of Lagrangian systems and exploiting differential geometric ideas. We shall also be extending this work and viewing it in a way which differs from the original approaches in several essential ways. Perhaps the most fundamental of these ways may be explained as follows: One usually fixes a three-dimensional manifold $M$ (taken to be a spacelike hypersurface in the final space-time) and uses as configuration space the space $\mathcal{M}$ of all Riemannian metrics on $M$. To incorporate the lapse function $N$ and shift vector field $X$ in what we believe is a natural way, we have found it necessary to enlarge $\mathcal{M}$ to $T \times \mathbb{D} \times \mathcal{M}$, where

\[ T = C^\infty(M; \mathbb{R}) = \text{all smooth real-valued functions, } (\xi, \eta) : M \to \mathbb{R}, \text{ which one can think of as the "relativistic time translation group"} \]

\[ \mathbb{D} = \text{Diff}(M) = \text{all diffeomorphisms } \eta : M \to M, \text{ which one can think of as the "active" coordinate transformations or the "rotation group of } M. \]

The sense in which $T$ is the relativistic time translation group and in which $\mathbb{D}$ is the rotation group of $M$ is described briefly below and in detail in Secs. 7 and 5, respectively. The groups $T$ and $\mathbb{D}$ are closely related to the lapse and shift as we shall explain shortly.

The lapse $N$, a real valued function, represents the clock rates for an observer relative to a reference system of clocks. The clock rates $N$ depend on the space-time point for the observer. The fact that we change our clock rates, that is, allow an $N$ not identically one, changes the equations of motion for the 3-metric $g_{ij}$ which describes the geometry of the space $M$ (the equations are written out below). Similarly a shift $X$ is a vector field on the 3-manifold $M$ which represents two observers in relative motion with velocity described by $X$. Again, a choice $X = 0$ will change the equations of motion.

The introduction of $T \times \mathbb{D}$ is essentially the introduction of the configuration variables $(\xi, \eta)$, whose canonically conjugate velocities are the lapse $N$ and shift $X$ (when the tangent space to $T \times \mathbb{D}$ is "pulled back" to the identity; see Secs. 4 and 7 for a description of this process). On $T \times \mathbb{D} \times \mathcal{M}$ we construct an infinite-dimensional degenerate Lagrangian system

\[ L : T^c(\times \mathbb{D} \times \mathcal{M}) \to \mathbb{R}. \]

The degeneracy is, roughly speaking, in the direction of $T \times \mathbb{D}$. The degeneracy allows precisely for the arbitrary specification of the lapse function and shift vector field.

In our approach, we also consider the geometrical significance of the lapse and shift in the equations of evolution. In the treatment of Arnowitt, Deser, and Misner,2 the lapse and shift are incorporated into the Lagrangian on $\mathcal{M}$ as Lagrange multipliers. The constraint equations (see below) are then obtained by varying the lapse and shift. In our formulation this situation is rather different. We consider the lapse and shift as velocities canonically conjugate to some configuration field variables rather than as Lagrange multipliers. The degeneracy of our Lagrangian on $T \times \mathbb{D} \times \mathcal{M}$ allows an arbitrary lapse and shift to be consistent with the equations of motion.

We consider the two basic constraints of the field equations, namely the divergence constraint

\[ \delta((Trk)g) - h\mu_\gamma = 0 \]
and the Hamiltonian constraint
\[ \mathcal{H}(g, k) \mu_k = \frac{1}{2} \{(Tr k)^2 - \langle k, k \rangle \} \mu_k + 2R(g) \mu_k = 0 \] (1.2)

(see below for definitions) as conservation laws rather than as "constraints." We shall show (see Sec. 6) that conservation in time of (1.1) is a result of the invariance of the evolution equations under the coordinate symmetry group $\mathcal{G}$. (1.2) is first established in Sec. 3 under the hypothesis that $\mathcal{H} = 0$ by a straightforward computation. What is interesting, however, is that we shall show that the pointwise conservation of $\mathcal{H}\mu_k$ is a necessary consequence of the "full relativistic invariance" of the theory (in a sense made precise in Sec. 7). Our theorem is a rigorous version of remarks of Misner,4,2 that a "topologically invariant" theory must have an identically zero Hamiltonian.

**Note:** Our Lagrangian on $T \times \mathcal{D} \times \mathcal{M}$ is homogeneous and degenerate and our assertion about $\mathcal{H}\mu_k$ is distinct from and not to be confused with the elementary remark (see Ref. 5) that the energy of a homogeneous Lagrangian is always zero, as $\mathcal{H}$ is the energy of the Lagrangian before it is made homogeneous. We also remark that the infinite dimensionality of the invariance groups leads to pointwise integrals of the motion rather than integrated conserved quantities which one normally obtains.

We now formally write out the Einstein system for a given lapse $N$ and shift $X$. It is important for the later geometrical development that certain combinations of the terms be recognized as Lie derivatives and Hessians.

**Note:** In the following, $t$ occurring as a subscript indicates the variable $t$; it is never used to denote differentiation. Often the time-dependence of a field will be implicit.

**The Einstein System (E):** Let $X$ be a time-dependent vector field on a fixed compact orientable three-dimensional manifold $M$, and let $N$ be a time-dependent positive real valued (scalar) field on $M$, that is, $N(t, m) > 0$ for all $m \in M$ and $t \in \mathbb{R}$. The Einstein system is the system of evolution equations

\[ \frac{\partial \tilde{g}_i}{\partial t} = N \delta_i - L_{X}\tilde{g}_i, \]
\[ \frac{\partial \delta_i}{\partial t} = N \mathcal{H}(\{k, \mu_k\}) - 2N \mathcal{R}(\tilde{g}) + 2\text{Hess}(\tilde{g}) - L_{X}\delta_i \]

with the supplementary conditions

\[ \phi((Tr k) \delta_i - k_i) = 0, \]
\[ \mathcal{H}(\tilde{g}, k_i) = \frac{1}{2} ((Tr k)^2 - k_i \cdot k_i) + 2R(\tilde{g}) = 0. \] (1.4)

**Our notation is:**
- $\delta_i$ is a time-dependent metric on $M$,
- $L_{X}\delta_i$ is the Lie derivative of $\delta_i$ with respect to the time-dependent vector field $X$ (in coordinates), $L_{X}\delta_i = X_{ij} + X_{ji}$ (with $j$ denoting the covariant derivative with respect to the time-dependent metric),
- $L_{X}k_i = X^j k_{ij} + k_j X^j i\mu_kX_{ij} + k_j X^j i\mu_kX_{ij}$.

**Ric($\tilde{g}$) = (Ricci curvature tensor formed from $\tilde{g}$),
\[ R(\tilde{g}) = \text{scalar curvature} \times R_{\tilde{g}}, \]
\[ \text{Hess}(N) = \text{Hessian of } N = \text{double covariant derivative} = N^{ij}_{ij}, \]
\[ \partial k = \text{divergence of } k = (\partial k)_i = -k_j^{ji}, \]
\[ Tr k = \text{trace of } k = g_{ij}k_{ij} = k_{ii}, \]
\[ k \cdot k = \text{dot product for symmetric tensors} = k_{ij}k_{ij}, \]
\[ k \times k = \text{cross product for symmetric tensors} = k_{ij}k_{ij}, \]
\[ \mathcal{S}(k) = k \times k = \frac{1}{2} ((Tr k)k - k_{ij}k_{ij}) = \frac{1}{2} \left( \mathcal{R}(\tilde{g}) - \frac{\partial k}{\partial t} \right) \]

**Note:** We have assumed $M$ compact only to simplify the discussions. It is surely not essential.

The Lorentz geometry on $(-, \epsilon, \epsilon) \times M$ corresponding to a solution $\tilde{g}_i = \tilde{g}_i^X$ of the Einstein system is given by

\[ 4g_{\alpha\beta}dx^\alpha dx^\beta = (X^\alpha X_\alpha - N^\alpha dx^\alpha)^2 - 2X^\alpha dx^\alpha + g_{ij}dx^idx^j, \]

where $x^\alpha = (t, x)$ and $X^\alpha X_\alpha = 2g(X, X)$. For this to be Lorentz, we require $\tilde{g}(X, X) < 2N$ initially (and hence for a short $t$ interval).

Our conventions in this paper will be that, for expressions written in coordinates, Latin indices will run from 0 to 3 and Greek indices from 0 to 3. Our Lorentz metrics will have signature $(-, +, +, +)$.

In the Einstein system, all the geometric quantities (such as Ric, Hess, $\delta$, and $Tr$) are computed with respect to the time-dependent metric $\tilde{g}_i$. These equations appear in coordinates in Arnowitt, Deser, and Misner (see Ref. 2, p. 236 or Ref. 6, p. 1325) in terms of the density $\pi = (Tr k)g - k\cdot det g$ $dx^1 \wedge dx^2 \wedge dx^3$ (using the momentum rather than the velocity variable), $\pi$, our energy density (the second of the supplementary conditions), and the second evolution equation are minus twice the corresponding quantities in Ref. 6, and our shift is minus theirs. Our change of numerics makes the system more manifestly a second-order system with $2g_{ij}/\partial t = k_i$ when $N = 1$, $X = 0$ (see Sec. 3); changes the energy to the form $K + V$, where $V$ is now the integrated scalar curvature (and not its negative; see DeWitt5 and Sec. 3); and introduces a factor of $\frac{1}{2}$ into the kinetic energy part $\mathcal{H}$ of the energy density. The reason for changing the sign of the shift is explained at the end of Sec. 4.

Unfortunately, the Einstein system, when written in coordinates, obscures the central role played by the presence of the Lie derivative in the evolution equations. In fact, the apparent complexity of the equations as they appear in Refs. 2 or 6 deforms when it is recognized that the last five terms in Ref. 6 or the last three terms in Ref. 2 are just the Lie derivative of either $k$ or $\pi$ (see also remarks in Sec. 6). Thus, when written intrinsically, the Einstein system is geometrically simplified.

The Lie derivative terms have a natural geometric interpretation related to changing from "space" to "body" coordinates in a manner similar to that of the rigid body and hydrodynamics (cf. Ref. 7). This may
be more specifically described as follows. The shift \( X_\eta \) is a time-dependent vector field on \( M \), and as such it has an integral, or flow \( \eta_t \in T \) with \( \eta_0 = (\text{identity diffeomorphism of } M) = id_M \). The solutions of the Einstein system with the shift \( X_\eta \) and those with the shift zero are related by the active coordinate transformation \( \eta_t \), in the usual way one transforms metrics. Moreover, we consider the manifold \( M \) to be the “body” and the flow \( \eta_t \) of the shift vector field as being a motion or “rotation” of \( M \). Then if we assume that the time-dependent metric field \( g_\eta \) is “dragged along” by the rotation of \( M \), the Einstein system can be interpreted as the equations of evolution as seen by an observer fixed in space, taken to be “off” the rotating manifold. This interpretation is worked out in Secs. 4 and 5.

The lapse \( N_t \) enters the evolution equations in a slightly more subtle way, as it involves a system of clocks on \( M \) whose rates may be different at different points of \( M \). The complication due to the possible space-dependence of \( N_t \) is reflected in the Hessian term in the Einstein system (E).

As for the shift vector field we show how to solve the Einstein equations for a general lapse \( N_t \), given the solution for \( N = 1 \), again by integrating a system of ordinary differential equations. Conversely, given a solution \( g \) for a given lapse \( N_t \), we shall show how to construct a vector field on \( M \), called the intrinsic shift of the lapse \( N_t \), whose flow, together with a proper time function, brings us into a Gaussian normal coordinate system in which \( N = 1 \). The intrinsic shift vector field may be interpreted as a “sliding effect” due to the fact that \( N_t \) is not constant in the space variable.

Finally, we remark that on \( T \times \mathbb{R} \), our Lagrangian is quadratic in the velocities \( (X_t, g_t / \tilde{t}) \) and is therefore of the classical form—kinetic energy minus potential energy, with the kinetic energy being derived from a degenerate metric on \( T \times \mathbb{R} \). In fact the evolution equation \( \partial_g / \tilde{t} = - \frac{1}{8} \text{Tr}(K) - L_K h \), along a solution for which the kinetic energy equals zero, is just the geodesic equation on \( T \times \mathbb{R} \) with respect to the above-mentioned metric. When written just on \( \mathbb{R} \), the full Lagrangian does not have this classical form.

We now summarize the topics treated in this paper:

1. A treatment of infinite-dimensional degenerate Lagrangian systems (Sec. 2). A basic conservation law is given, similar to the nondegenerate case, which generalizes the classical conservation laws.8

2. The introduction of the gauge groups \( T \) and \( D \) and of the space \( T \times T \times \mathbb{R} \) as the configuration space for the Einstein system. The gauge groups \( T \) and \( D \) are the analog for the dynamical formulation of the coordinate gauge group of the four-dimensional geometry.

3. A geometrical interpretation of the lapse and shift functions as the velocities canonically conjugate to the new configuration variables \((\xi, \eta) \in T \times D\).

4. A treatment of the Einstein system as an infinite-dimensional degenerate Lagrangian system on a suitable subset of \( T \times D \times \mathbb{R} \) (Secs. 2 and 7). On \( D \times \mathbb{R} \) we construct a Lagrangian \( L = K - V \), where \( K \) is quadratic in the velocities \((X, h)\), and on \( T \times D \times \mathbb{R} \) a Lagrangian homogeneous in the velocities \((N, X, h)\).

The quadratic nature of the Lagrangian on \( D \times \mathbb{R} \) results in evolution equations quadratic in the velocities \((X, h)\) which is analogous to the quadratic nature of the evolution equations for geodesics on a manifold and for hydrodynamics and the rigid body.

5. A derivation of the supplementary conditions for the Einstein system as conserved quantities (Secs. 3 and 10), using conservation laws for degenerate Lagrangian systems and infinite-dimensional symmetry groups \((T, D)\), together with a precise explanation of why the energy density for the empty space–time equations must be identically zero; cf. Misner.3

6. The recognition of the central role played by the Lie derivative terms in the evolution equations. The use of Lie derivatives shows that these terms in the evolution equations are geometrically simple and makes their geometric meaning transparent.

7. An interpretation of the shift vector field \( X_t \) as generating a “rotation” of \( M \) and of the evolution equations as being the equations as seen by an observer in space coordinates. Using the notion of body-space transitions, we then show that if we can solve the equations for \( X = 0 \), then they can be solved for any \( X \) by integrating a system of ordinary differential equations (Corollary 4.1). Similarly, we give a geometrical derivation of how if one can solve the Einstein equations for \( N = 1 \), then they can be solved for an arbitrary \( N \) by integrating geodesic equations, again ordinary differential equations (Theorem 10.3).

8. A geometrical derivation of the Hessian term \( \text{Hess}(N) \) in the Einstein system using generalized Gauss–Codazzi equations in coordinates which are not necessarily normal Gaussian (Sec. 8).

9. The interpretation of the lapse \( N_t \) as related to the tangent of the curve \( \tau \in T \) where \( \tau \), the proper time function, can be interpreted as a change of time parameter for each point \( \tau \in M \) from the canonical parameter of evolution to an arbitrary parameter of evolution (Sec. 10).

10. The introduction of a new object, the intrinsic shift \( Y \) of \( N_t \), whose integration gives the rest of the Gaussian coordinate system (Theorems 10.1 and 10.2). The intrinsic shift is interpreted as the “tilting effect” of the coordinate system due to the spatial dependence of \( N_t \).

2. DEGENERATE LAGRANGIAN SYSTEMS

In this section we study the notion of a degenerate Lagrangian system in the spirit of Ref. 8. Degenerate Lagrangian systems have been used in some previous analyses of general relativity and are fairly common in classical mechanics (cf. Ref. 9). Here we shall treat such systems from the coordinate independent or global point of view.

We are going to be working with spaces of maps, for example, the space of all Riemannian metrics \( \mathbb{R} \). For simplicity we assume that all such objects are \( C^\infty \). Properly one should work with Sobolev spaces, but the modifications needed are fairly routine and do not involve any new physical ideas (see Refs. 10 and 11).

For our purposes we find it convenient to use the general ideas about Hamiltonian and Lagrangian systems as developed in Ref. 8 rather than variational
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principles. The chief difference with Ref. 8 is that we must use infinite-dimensional configuration spaces. We, therefore, shall assume that the reader has some acquaintance with calculus in infinite-dimensional spaces and manifolds, as expounded for example in Ref. 12. As mentioned above, the spaces are usually spaces of maps; in the physics literature the derivative of a function defined on such a space is often called its "functional derivative."

Let \( B \) be a manifold, possibly infinite-dimensional (modeled on a Fréchet or Banach space). Let \( T_{b} B \) denote its tangent bundle and let \( \tau : TB \to B \) be the natural projection map. For \( b \in B \), let \( T_{b}B \) be the tangent space at \( b \), that is, the fiber over \( b \); \( T_{b}B = \tau^{-1}(b) \).

Let \( L : TB \to \mathbb{R} \) be a mapping (called the Lagrangian or action integral) and let \( L_b \) be the restriction of \( L \) to \( T_{b}B \). The derivative of \( L_b \), \( DL_b(v) \), at a point \( v \in T_{b}B \) defines a map \( FL : TB \to T^*B \) (\( T^*B \) is the contangent bundle), called the fiber derivative or Legendre transformation. As in Ref. 8, using \( FL \), one obtains a closed 2-form \( \omega \) (i.e., \( d\omega = 0 \)) on \( TB \) by pulling back the canonical symplectic structure on \( T^*B \). It is modeled on a linear space \( E \), so locally \( TB \) looks like \( U \times E \) where \( U \subset E \) is open, then \( \omega(u,e) \), for \( (u,e) \in U \times E \), is a skew-symmetric bilinear form on \( E \times E \) given by

\[
2\omega(u, e) = \langle (e_1, e_2), (e_3, e_4) \rangle = D_1(D_2L(u,e) \cdot e_1) \cdot e_3 - D_1(D_2L(u,e) \cdot e_2) \cdot e_1 + D_2(D_2L(u,e) \cdot e_4) \cdot e_1 - D_2(D_2L(u,e) \cdot e_2) \cdot e_3,
\]

where \( D_1, D_2 \) denote the partial derivatives of \( L \).

We say \( \omega \) is (weakly) nondegenerate if \( \omega(u, e) \cdot \langle (e_1, e_2), (e_3, e_4) \rangle = 0 \) for all \( e_3, e_4 \in E \) implies that \( \langle e_1, e_2 \rangle = 0 \). However we will want to allow for degenerate \( \omega \), so we do not make this assumption. We say that \( \omega \) is degenerate if \( \omega \) is degenerate (as a 2-form). It is easy to see that \( \omega \) is nondegenerate iff \( D_2D_2L(u,e) \) is nondegenerate.

The action of \( L \) is defined by \( A : TB \to \mathbb{R}, A(v) = FL(v)^v \), and the energy of \( L \) is \( E = A - L \). In charts, \( E(u, e) = D_2L(u, e) \cdot e - L(u, e) \)

and in finite dimensions it is the usual expression \( E(q, \dot{q}) = \frac{\partial L}{\partial \dot{q}} \cdot \dot{q}^t - L(q, \dot{q}) \).

Now given \( L \), we say that a vector field \( Z \) on \( TB \) is a Lagrangian vector field or a Lagrangian system for \( L \) if the Lagrangian condition holds:

\[
2\omega(v, [Z(v), w]) = dE(v) \wedge w
\]

for all \( v \in TB, w \in T_B(TB) \). Here \( dE \) denotes the differential of \( E \).

If \( \omega \) was a (weak) symplectic form, i.e., nondegenerate, there would be at most one such \( Z \). The fact that \( \omega \) is degenerate however means that \( Z \) is not uniquely determined by \( L \) so that there is some arbitrariness in what we may choose for \( Z \). For the Einstein system, this degeneracy will correspond to an arbitrary choice of lapse and shift.

It should also be stressed that, in general, \( L \) need not have a corresponding \( Z \). If there is one, we say that we can find consistent equations of motion for \( L \). As above, there can be several equations of motion consistent with \( L \).

The dynamics is obtained by finding the integral curves of \( Z \); that is, the curves \( v(t) \) such that \( v(t) \in TB \) satisfies \( (dv/dt)(t) = \mathcal{A}(v(t)) \). From the Lagrangian condition, it is trivial to check that energy is conserved even though \( L \) may be degenerate.

**Proposition 2.1:** Let \( Z \) be a Lagrangian vector field for \( L \) and let \( v(0) \in TB \) be an integral curve of \( Z \). Then \( E(v(t)) \) is constant in \( t \).

**Proof:** By the chain rule,

\[
\frac{d}{dt} E(v(t)) = \frac{dE(v(t))}{dt} \cdot v(t) - dE(v(t)) \cdot Z(v(t)) = 2\omega(v(t), Z(v(t))) = 0 \text{ by the skew symmetry of } \omega.
\]

For a general degenerate Lagrangian system, Lagrange's equations also hold, if we assume that \( Z \) is second order. That \( Z \) is second order means that, in a chart \( U \times E \), \( Z \) has the form \( Z(u, e) = (e, Z_2(u, e)) \).

**Proposition 2.2:** Let \( Z \) be a Lagrangian system for \( L \) and suppose \( Z \) is a second order equation. Then in a chart \( U \times E \), an integral curve \( (u(t), v(t)) \in U \times E \) of \( Z \) satisfies Lagrange's equations:

\[
\begin{align*}
\frac{du}{dt} &= v(t), \\
\frac{dv}{dt} &= \left\{ D_1D_2L(u), v(t) \right\} - D_1D_2L(u) \cdot v(t) - D_2D_2L(u, e) \cdot e_1 \\
&= D_1D_2L(u, e) \cdot e_1 + D_2D_2L(u, e) \cdot e_2 - D_2D_2L(u, e) \cdot e_1.
\end{align*}
\]

for all \( \omega \in E \). In case \( L \) is nondegenerate,

\[
\frac{dv}{dt} = \left\{ D_2D_2L(u), v(t) \right\} - D_2D_2L(u, e) \cdot e_1
\]

for all \( e_1 \in E \).

**Proof:** We work in a chart \( U \times E \) so that \( Z(u, e) = (e, Z_2(u, e)) \).

From the definition of \( E \), we have \( dE(v(t)) \cdot \langle e_1, e_2 \rangle = D_1(D_2L(u, e) \cdot e_1) \cdot e_3 - D_1(D_2L(u, e) \cdot e_2) \cdot e_1 + D_2(D_2D_2L(u, e) \cdot e_2) \cdot e_1 - D_2(D_2L(u, e) \cdot e_2) \cdot e_3 \). Using the formula for \( \omega \), the condition on \( Z_2 \) may be written, after a short computation, as

\[
D_1D_2L(u, e) \cdot e_1 = D_1D_2L(u, e) \cdot e_1 + D_2D_2L(u, e) \cdot Z_2(u, e) \cdot e_1
\]

for all \( e_1 \in E \).

If \( (u(t), v(t)) \) is an integral curve of \( Z \), we obtain

\[
\begin{align*}
D_1L(u, v) \cdot e_1 &= D_1D_2L(u, \dot{u}) \cdot e_1 \cdot \dot{u} + D_2D_2L(u, \dot{u}) \cdot \dot{u} \cdot e_1 \\
&= \frac{d}{dt} D_2L(u, \dot{u}) \cdot e_1
\end{align*}
\]

by the chain rule.

We wish to emphasize a special case of Proposition 2.2 for later use. Suppose that \( (\cdot) \) is a symmetric bilinear form defined on each tangent space of \( B \); we shall refer to \( (\cdot) \) as a metric. Define \( L : TB \to \mathbb{R} \) to

be the kinetic energy \( E(t) = \frac{1}{2} \dot{\theta}(t,.) \). Suppose that the metric is nondegenerate, which implies that the Lagrangian \( L \) is also nondegenerate. Then \( Z \) is called the geodesic spray and one can easily check from Proposition 2.2 that in the finite-dimensional case,

\[
L(u) = \frac{1}{2} g_{ij} v^i v^j \quad \text{and} \quad Z_{\theta}(u, e) = -\Gamma^j_{ij}(u) e^i e^j
\]

where \( \Gamma^j_{ij} \) are the Christoffel symbols of the metric \( g_{ij} \).

Thus the integral curves of the geodesic spray are given by \( \gamma(t) = dx(t)/dt \), where \( x(t) \) is a geodesic on \( B \).

Now let \( Y : B \to R \) be given and consider the Lagrangian \( L_Y(v) = \frac{1}{2}(v_0^i, v_0^j) - V_Y \). Then from Proposition 2.2 we see that the Lagrangian vector field for \( L \) is given by \( \zeta(u, e) = (e_i, S_{ij}(u, e) - grad V(u)) \), where \( S \) is the spray of the metric and where \( \text{grad} V \) is the gradient of \( V \), a vector field on \( B \) defined by

\[
\langle \text{grad} V(b), v \rangle = dV(b) \cdot v,
\]

where \( dV(b) \) is the differential of \( V \) evaluated at \( b \). Again, in the finite-dimensional case, \( \text{grad} V = g^{ij} \partial V / \partial x_j \).

We remark that if \( \omega_k \) were nondegenerate, \( Z \) would automatically be a second-order equation (cf. Ref. 8). But for a general \( \omega_k \), a Lagrangian vector field \( Z \) need not be second order; if it is not, Lagrange's equations may fail—and do in some important examples, such as when a quantum mechanical system is regarded as a Lagrangian system.

Often \( L \) is obtained in the form

\[
L(u, \dot{u}) = \int_M \sum (ug_{ik} \dot{x}^i \dot{x}^k - k_{ij} \dot{x}^i \dot{x}^j) dx.
\]

Here \( M \) is some fixed manifold, say \( R^n \), \( u \) is a scalar or possibly tensor field on \( M \) and \( L \) is a given scalar function with the indicated arguments. The space of the \( u \)'s forms the manifold \( B \) and the Lagrange's equations can be converted to the usual Lagrange density form.

We next give the basic conservation law for Lagrangian mechanics. A key point is that the validity of the result is not affected by the fact that \( L \) may be degenerate.

**Proposition 2.3:** Let \( L \) be a Lagrangian vector field for \( L : TB \to R \), and suppose \( Z \) is a second-order equation.

Let \( \Phi \) be a one-parameter group of diffeomorphisms of \( B \) generated by the vector field \( Y : B \to TB \). Suppose that for each real number \( t \), \( L \circ T_{\Phi} \circ L = L \). Then the function \( P(Y) : TB \to R \), \( P(Y)(v) = FL(v) \cdot Y(u) \) is a constant along integral curves of \( Z \).

**Proof:** Let \( \gamma(t) \) be an integral curve for \( Z \). Then we shall show that \( \frac{d}{dt} P(Y)(v(t)) = 0 \). Indeed, in a coordinate chart, if \( \gamma(t), v(t) \) is the integral curve, we get from the chain rule

\[
\frac{d}{dt} \{FL(v(t)) \cdot Y(u(t)) = \frac{d}{dt} \{D_2L(u(t), v(t)) \cdot Y(u(t)) \}
\]

\[
= D_1D_2L(u(t), v(t)) \cdot Y(u(t)) \cdot u'(t)
\]

\[
+ D_2D_2L(u(t), v(t)) \cdot Y(u(t)) \cdot v'(t)
\]

\[
+ D_2L(u(t), v(t)) \cdot D_Y(u(t)) \cdot u'(t).
\]

Now the condition that \( Z \) be the Lagrangian vector field of \( L \) means exactly that the first two terms equal \( D_1L(u(t), v(t)) \cdot Y(u(t)) \) (see the proof of Proposition 2.2 above). However if we differentiate \( L \circ T_{\Phi} \) with respect to \( t \) we obtain for any point \( \langle u, v \rangle \),

\[
0 = \frac{d}{dt} L(u, v) \cdot Y(u) + D_2L(u, v) \cdot D_Y(u) \cdot v.
\]

Comparing this with the above gives \( \frac{d}{dt}[FL(v) \cdot Y] = 0 \) and proves the assertion.

**Proposition 2.4:** Let \( L : TB \to R \) be a Lagrangian, possibly degenerate and let \( Z \) be a Lagrangian vector field for \( L \). Suppose \( \Phi : B \to D \) is a diffeomorphism. Set \( \tilde{L} : TD \to R \), \( \tilde{Z} = L \circ T_{\Phi} \). Then \( \tilde{Z} \) is the tangent (derivative) of \( \Phi \). Then a Lagrangian vector field \( \tilde{L} \) for \( \tilde{Z} \) is given as follows:

\[
\tilde{Z} : TD \to T^2D, \quad \tilde{Z} = T(T_{\Phi})_{*} - T_{\Phi} \circ L \circ T_{\Phi}^{-1} = T_{\Phi \circ Z} \tilde{Z}
\]

(\( \tilde{Z} \) is the “push-forward” of \( Z \) by the diffeomorphism \( \Phi \)).

This is a straightforward check using the definitions.

3. THE EINSTEIN SYSTEM ON \( \mathfrak{M} \) (NO SHIFT AND NO LAPSE)

In this section we consider the Einstein system in Gaussian coordinates. Given this coordinate choice, the system is described by a nondegenerate Lagrangian formalism (cf. Refs. 2 and 3) which we now globalize using the language of Sec. 2. We choose as our configuration space \( \mathfrak{M} \), the space of all Riemannian metrics on a fixed compact three-dimensional manifold \( M \). Thus \( \mathfrak{M} \) is an open convex cone in \( S_2(M) \), the space of two symmetric covariant tensor fields on \( M \). Therefore for \( g \in \mathfrak{M} \), \( T_g \mathfrak{M} = S_2(M) \), and we can write

\[
T \mathfrak{M} = \mathfrak{M} \times S_2(M).
\]

We equip \( \mathfrak{M} \) with an indefinite metric \( g \), referred to as the DeWitt metric, by setting for \( g \in \mathfrak{M} \),

\[
g_{\eta}; T \mathfrak{M} \times T \mathfrak{M} = S_2(M) \times S_2(M) \to \mathbb{R},
\]

\[
g_{\eta}(h,k) = \int_M ((Tr(h)Tr(k) - h \cdot k) \omega_k
\]

where \( h \cdot k = h_{ij} k_{ij} \), the dot product of \( h \) and \( k \), and \( \omega_k \)

\[
(= \sqrt{det g} dx^1 \wedge dx^2 \wedge \cdots \wedge dx^n)
\]

is the usual volume element associated with the metric \( g \). Note that the space \( \mathfrak{M} \) has the feature, appropriate for general relativity, of having metric structures which do not depend on any particular Riemannian metric for the underlying manifold \( M \). In other classical field theories, such as electrodynamics and hydrodynamics, it is necessary to specify a priori a metric on \( M \). In general relativity such a specification is, of course, unnatural as it is precisely the metric structure of \( M \) that is evolving.

**Proposition 3.1:** The Lagrangian \( L_0(g, h) = \frac{1}{2} g_{\eta}(h, h) \) is nondegenerate and the associated Lagrangian vector field exists and is given by

\[
Z : \mathfrak{M} \times S_2(M) \to S_2(M) \times S_2(M)
\]

\[
Z(g, h) = (h \circ k \circ h - \frac{1}{3} (Tr(k) h + \frac{1}{2} [Tr(k)]^2 - h \cdot k) g)
\]

\[
= (h \circ S_2(k) + \frac{1}{2} \nabla g),
\]

where \((k \times k)_d = k_d^1 k_d^2\), the cross product of \(k\) and \(k\),
\[ S_2(k) = k \times k - \frac{1}{2}(Tr k)k, \]
and \(\mathcal{K} = \frac{1}{2}(Tr k)^2 - k \cdot k\), the kinetic energy scalar.

For each \((\xi, \eta) \in \mathfrak{M} \times S_2(M)\), there exists a unique smooth curve \((g_t, h_t) \in \mathfrak{M} \times S_2(M)\) with initial conditions \((g_0, h_0) = (\xi, \eta)\) and which satisfies \(Z\), for \(t\) in some interval about 0.

**Proof:** That \(\mathcal{S}\) is nondegenerate follows from the fact that if \(g_t(k, h_t) = 0\) for all \(h_t \in S_2(M)\), then in particular, setting \(h = \frac{1}{2}(Tr k)g - k\), \(0 = \mathcal{S}(g_t(k, h_t)g - k)\)
\[ = \int g_t(k) \quad \mu_g, \]
which implies \(k = 0\) as the integrand is positive.

We first consider Lagrange’s equation in the form
\[ (d/dt) D_2 L_0(g, k) \cdot \omega = D_1 L_0(g, k) \cdot \omega, \quad \omega \in S^2(M). \]
Note that \(L_2: \mathfrak{M} \times S_2(M) \rightarrow \mathfrak{M} \), so that \(D_2 L_0(g_t, h_t): S_2^2(M) \rightarrow \mathfrak{M}\) and \(D_2 L_0(g_t, k_t): S_2(M) \rightarrow \mathfrak{M}\) for \(t \neq 0\). Let \(g_t\) be a curve in \(\mathfrak{M}\) that satisfies
\[ S_2 - g_0 = g \quad \text{and} \quad \frac{dg_t}{dt}\bigg|_{t=0} = \omega \in S_2(M). \]
Then from the rule for taking partial derivatives,
\[ D_1 L_0(g, k) \cdot \omega = \frac{d}{dt} L_0(g, k)\bigg|_{t=0} \]
Similarly,
\[ D_2 L_0(g, k) \cdot \omega = \frac{d}{dt} L_0(g, h_t)\bigg|_{t=0} = (k, \omega). \]

By applying this rule, Lagrange’s equation becomes
\[ \frac{d}{dt} \int \mathcal{M} [\left(Tr k\right) g - k] \cdot \omega \mu_g, \]
\[ = \int \mathcal{M} - \left(Tr k\right) k \cdot k + \frac{1}{2} \mathcal{K} g \cdot \omega \mu_g, \quad \mathcal{K} \in \mathfrak{M}, \]
where we have used the fact that the derivative of the map \(\mu: \mathfrak{M} \rightarrow \Omega(M), \quad g \rightarrow \mu_g\)
\[ \Omega(M) = \text{smooth volume elements on } M \]
which are given by
\[ D\mu(g): S_2(M) \rightarrow \mathbb{R}, \quad g \mapsto D\mu(g) \cdot \omega = \frac{1}{2}(Tr \omega) \mu_g. \]
\[ \Lambda_n(M) = \text{the space of smooth n-forms on } M. \]
In coordinates this result follows from the formula
\[ \frac{d}{dt} \det (g_{ij} + t \omega_{ij})\bigg|_{t=0} = Tr(\omega_{ij}) \det (g_{ij}), \]
Since \(\omega \in S_2(M)\) is arbitrary, the integrands of (3.1) are equal and we get
\[ \frac{d}{dt} \left[ (\left(Tr k\right) g - k) \right] \mu_g = \left[ k \times k - \left(Tr k\right) k \right] \frac{1}{2} \mathcal{K} g \right] \mu_g, \quad (3.2) \]
where we are using the superscript\(^{-1}\) to mean that all indices are contravariant, and juxtaposition, like \(k\)\(^{-1}\), to mean the tensor product \(k^{-1} \mu_g = k^{-1} \otimes \mu_g\) (classically, expressions like \(k^{-1} \mu_g\) are tensor densities, written in coordinates as \(k^{ui} \cdot \mu_g\)).

Equation (3.2) is Lagrange’s equation on \(T^* \mathfrak{M}\). To get Lagrange’s equation on \(T \mathfrak{M}\), we pull (3.2) back using the fiber derivative of \(L_2\). This is equivalent to solving (3.2) directly for \(dS/dt\). Using the facts that \(dg/dt = -g^i \mu_i\) and \(dS/dt = \frac{1}{2} (Tr k) \mu_g\) (in coordinates this is \((d/dt) / \det g = \frac{1}{2} g^{ab} (dg_{ab}/dt) / \det g\)), (3.2) becomes
\[ \left( \frac{1}{2} (Tr k) g - k \right) \cdot \mu_g, \quad (3.3) \]
Eliminating \(\mu_g\) gives
\[ \frac{d}{dt} \left[ (\left(Tr k\right) g - k) \right] \mu_g = \frac{1}{2} (Tr k) \left( (Tr k) g - k \right) \mu_g, \quad (3.3) \]
From \((d/dt)(Tr k) = -(Tr k)^2 + Tr(\mu_g)\) and taking the trace in (3.3), we find
\[ \frac{d}{dt} (Tr k) = -\frac{1}{2} (Tr k)^2 + \frac{3}{4} \mathcal{K} \]
and thus
\[ d(k^{-1}) = -[k \times k - \frac{1}{2} (Tr k) k]^{-1} - \frac{1}{2} (Tr k)^2 g^{-1} + \frac{1}{2} \mathcal{K} g^{-1}. \]
Lowering the indices on \(g^{-1}\) by using \((d/dt - 1) = (d/dt)^{-1} + \frac{1}{2} (k \times k)^{-1}\) (in coordinates this is \(g^{ab} (d\omega_{ab}/dt) = (d\omega_{ab}/dt) + 2 k_{a}^{b} w_{b}^{a}\)) gives the result,
\[ \frac{d}{dt} k = k \times k - \frac{1}{2} (Tr k) k + \frac{1}{2} \mathcal{K} g. \]
Finally we remark that \(Z\) is simply algebraic in \(g\) and \(k\) and is thus a smooth vector field on \(T^* \mathfrak{M}\) and on \(T \mathfrak{M}\), \(0 \leq k < \infty\), where \(\mathfrak{M}\) is the manifold of \(C^2\)-Riemannian metrics on \(M\) in the \(C^\infty\) topology (uniform convergence of derivatives up to order \(k\)). The manifolds \(T^* \mathfrak{M}\) and \(T \mathfrak{M}\), \(0 \leq k < \infty\), are Banach manifolds and hence the usual Picard method for ordinary differential equations is sufficient to establish that \(Z\) has a smooth flow on \(T^* \mathfrak{M}\), \(0 \leq k < \infty\) defined for a short time interval and a simple limit argument shows that \(k = \infty\) is also allowed. Indeed, what one must show is that the time of existence \(\epsilon_k\) does not go to zero as \(k \rightarrow \infty\). To show this, suppose we have a solution \((g, k)\) in \(T^* \mathfrak{M}\) with initial data \((g_0, k_0)\), which are \(C^2\). Then we assert the solution is \(C^2\) as long as it is defined in \(C^2\). This comes from examining the linear differential equation for the spatial derivative of \((g, k)\), as in Refs. 13 and 14. The result then follows.

The second order equation \(Z (g, k) = (k, Z_2 (g, k))\)
\[ = \left( k, k \times k - \frac{1}{2} (Tr k) k + \frac{1}{2} (Tr k)^2 k \right) \quad (k = \text{quadratic on } k \text{ in the second or velocity variable } k\text{; that is, for } k \in \mathfrak{R}, \quad Z_2 (g, k) = k^2 Z_2 (g, k), \]
A second order equation with this property is called a spray (see Lang\(^{12}\), p. 67). If \(Z\) is the spray of a metric it is called a geodesic spray and its base integral curves are the geodesics of the metric. Thus the \(Z\) of Proposition 3.1 is the geodesic spray of the DeWitt metric. However, Propositions 3.3 and 3.4 below show that the truncated quantity \(Z (g, k) = k \times k - \frac{1}{2} (Tr k) k\) also enters the equations in a fundamental way. We will refer to \(Z (g, k)\) as the DeWitt spray.

We remark that the geodesics of \(\mathcal{S}\) (that is, the base integral curves of \(Z\)) can in fact be found explicitly as has been done by Dewitt\(^{2}\) and in a different context by Eardley, Liang, and Sachs.\(^{15}\) From these explicit formulas, it is seen that the geodesics exist for short time only, as they eventually run out of \(\mathfrak{M}\) into \(S_2(M)\).
When this happens, the equations break down and become singular since they involve taking the inverse of \( g \).

Since \( \mathcal{G} \) is nondegenerate, the bundle map \( \mathcal{G}^* : T^* \mathcal{M} \to T^* S_\mathcal{M} \) defined by \( \mathcal{G}^*_g (h) \cdot k = \mathcal{G}_g (h, k) \) is injective. This map in the classical case \( g^* : T^* \mathcal{M} \to T^* S_\mathcal{M} \) corresponds to lowering of indices by a metric tensor \( g_{ij} \). Note, however, that since the model space \( S_{\mathcal{M}} (M) \) is the space of covariant tensor fields, \( \mathcal{G}^*_g (k) \in T^*_g S_\mathcal{M} \) has contravariant indices.

The terminology weakly nondegenerate comes from the fact that the map \( \mathcal{G}^* \), while injective, need not be an isomorphism, cf. Ref. 11. We should also point out that in contrast to strong metrics (as in Ref. 12), weak metrics need not have geodesics.

For the DeWitt metric, however, the existence of geodesics was checked directly in Proposition 3.1.

Now \( \mathcal{G}^*_g (k) \cdot h = \mathcal{G}_g (k, h) = \int_M (\text{Tr}(\mathcal{G}_g (h)) - k \cdot h) \mu_g \).

If we consider \( S^2 (M) \otimes \mu_g \) (space of two-symmetric contravariant tensor densities) as a subspace of \( T^* S_\mathcal{M} \), the continuous linear functionals on \( S_{\mathcal{M}} (M) = T^* \mathcal{M} \) in the \( C^\omega \)-topology of uniform convergence of derivatives of all orders, then we can set \( \mathcal{G}^*_g (k) = (\text{Tr}(\mathcal{G}_g (h)) - k \cdot h) \mu_g \) which is the expression for \( \pi \) that appears in Ref. 2. Thus \( \pi \) can be interpreted as \( k \) with its indices raised by the DeWitt metric.

If we consider \( S^2 (M) \otimes \mu_g \) as the range of \( \mathcal{G}^*_g \) rather than \( T^* S_\mathcal{M} \), then \( \mathcal{G}^*_g \) is onto, and its inverse

\[
(\mathcal{G}^*)^{-1} = \mathcal{G}^*_g : S^2 (M) \otimes \mu_g \to S_{\mathcal{M}} (M)
\]

is given by

\[
\mathcal{G}^*_g (g' \otimes \mu_g) = \frac{1}{2} (\text{Tr}(g') - (\pi')^2) = \frac{1}{2} (\text{Tr}(\mathcal{G}^*_g (h)) - (\pi')^2)
\]

where \( \pi' \) is the tensor part of \( \pi' = \pi' \otimes \mu_g \), and \( (\pi')^2 \) means \( \pi' \) with its indices lowered [\( (\pi')^2 = \mathcal{G}_g (\pi' \otimes \mu_g) \)].

The factor \( \frac{1}{2} \) enters so that \( \mathcal{G}^*_g (\mathcal{G}^*_g (k)) = \mathcal{G}^*_g [(\text{Tr}(\mathcal{G}_g (h)) - k \cdot h) \mu_g] = \frac{1}{2} (\text{Tr}(\mathcal{G}_g (h)) - k) \mu_g \).

We now proceed to consider the gravitational potential of DeWitt and to compute its gradient with respect to the metric \( \mathcal{G} \) see the discussion following Proposition 2.2. Although the spray \( Z \) of \( \mathcal{G} \) was simply algebraic, the gradient of the potential will be a nonlinear differential operator.

Let

\[
V : \mathcal{M} \to \mathbb{R}, \quad g \mapsto 2 \int_M R(g) \mu_g,
\]

where \( R(g) \) is the scalar curvature of \( g \), and set

\[
L(g, k) = \frac{1}{2} \mathcal{G}_g (k, -V(g)).
\]

Our \( k \) and \( L \) is minus twice DeWitt's \( S^3 \) so that our \( L \) is of the form kinetic energy minus potential energy and the kinetic energy enters with the classical factor \( \frac{1}{2} \).

Adding this potential to \( L \) in Proposition 3.1 adds a forcing or gradient term to the equations of motion, which we now compute. We include a positive scalar function \( N : M \to \mathbb{R} \) in the potential for later use (see Sec. 8).

Proposition 3.2: Let \( N : M \to \mathbb{R} \) be a smooth positive scalar function on \( M \) and let

\[
V : \mathcal{M} \to \mathbb{R}, \quad g \mapsto 2 \int_M N R(g) \mu_g.
\]

Then

\[
- \text{grad} V = -2N \text{Ric}(g) + \frac{1}{2} N \text{RR}(g) \mu_g + 2 \text{Hess} N,
\]

where \( \text{Ric}(g) \) is Ricci tensor of \( g \), \( \text{Hess} N \) double covariant derivative, and where

\[
\text{grad} V = \mathcal{G}^*_g (dV) : \mathcal{M} \to S_{\mathcal{M}} (M)
\]

is computed with respect to the DeWitt metric \( \mathcal{G} \).

Proof: We first compute \( dV(g) = D V(g) ; S_{\mathcal{M}} (M) \to \mathbb{R} \). Let \( g \in \mathcal{M} \) be a curve in \( \mathcal{M} \) with \( (g_t, \frac{dg_t}{dt}) \bigg|_{t=0} = (g, \omega) \in \mathcal{M} \times S_{\mathcal{M}} (M) \). Then since \( \frac{d}{dt} \mu_{g_t} = \frac{1}{2} \text{Tr} (\frac{dg_t}{dt}) \mu_{g_t} \), as in the proof of Proposition 3.1, we get

\[
dV(g) \cdot \omega = \frac{d}{dt} V(g_t) \bigg|_{t=0} = 2 \int_M N \frac{d}{dt} (R(g_t) \mu_{g_t}) \bigg|_{t=0} = 2 \int_M \frac{dR}{dt} \mu_{g_t} + R(\frac{1}{2} \text{Tr} (\frac{dg}{dt}) \mu_{g_t}) \bigg|_{t=0}.
\]

A classical computation gives \( \frac{d}{dt} R(g) \bigg|_{t=0} = \Delta (\text{Tr} g) + 6 \delta \omega - \text{Ric}(g) \omega \),

where \( \Delta f = -g_{ij} \partial_i \partial_j f \) is Laplace–Beltrami operator on scalars, and where \( \delta \omega = \omega_{ij} \partial_i \partial_j \omega \) is the double covariant divergence. Thus

\[
dV(g) \cdot \omega = 2 \int_M [\lambda (\Delta (\text{Tr} g) + 6 \delta \omega - \text{Ric}(g) \cdot \omega + R(\frac{1}{2} \text{Tr} (\frac{dg}{dt}) \mu_{g_t})) \omega_{g_t}.
\]

Since \( M \) is compact without boundary, an integration by parts yields

\[
dV(g) \cdot \omega = 2 \int_M [\lambda (\Delta g + \text{Hess} \lambda - N \text{Ric}(g) - \frac{3}{2} R(g) \lambda \cdot \mu_g \omega g,
\]

and since \( \omega \) is arbitary

\[
dV(g) = 2 g(\Delta g + \text{Hess} \lambda - N \text{Ric}(g) - \frac{3}{2} R(g) \mu_g) \cdot \lambda.
\]

(3.4)

Using \( \mathcal{G}^*_g \) to pull \( D V(g) \in T^* \mathcal{M} \) back to \( T^* \mathcal{M} \), we find

\[
\mathcal{G}^*_g (g(\Delta g + \text{Hess} \lambda - N \text{Ric}(g) - \frac{3}{2} R(g) \mu_g) \cdot \lambda) = \mathcal{G}^*_g \left( \mathcal{G}^*_g (\Delta g + \text{Hess} \lambda - N \text{Ric}(g) - \frac{3}{2} R(g) \mu_g) \cdot \lambda \right)
\]

\[
= \mathcal{G}^*_g (\mathcal{G}^*_g (\Delta g + \text{Hess} \lambda - N \text{Ric}(g) - \frac{3}{2} R(g) \mu_g)) \cdot \lambda
\]

\[
- \mathcal{G}^*_g (\mathcal{G}^*_g (\Delta g + \text{Hess} \lambda - N \text{Ric}(g) - \frac{3}{2} R(g) \mu_g)) \cdot \lambda
\]

\[
= \mathcal{G}^*_g (\Delta g + \text{Hess} \lambda - N \text{Ric}(g) - \frac{3}{2} R(g) \mu_g).
\]

Hence, \( - \text{grad} V = -2N \text{Ric}(g) + \frac{1}{2} N \text{Hess} \lambda + 2 \text{Hess} N \).
Combining Propositions 3.1 and 3.2 (and taking \(N = 1 \)) gives

\[ \frac{d}{dt}[\mathcal{K} \mu_g] = \frac{1}{2} \frac{dh}{dt} \cdot (g \text{Tr}(k) - k)^{-1} \mu_g + \frac{1}{2} h \cdot \frac{d}{dt}[(g \text{Tr}(k) - k)^{-1} \mu_g] = \frac{1}{2} [k \times k - \frac{1}{2} (\text{Tr}(k)) k + \frac{1}{2} g^{-1} \text{Ric}(k) + \frac{1}{2} R(g) g]^{-1} \mu_g \\
+ \frac{1}{2} R(g) g \cdot (g \text{Tr}(k) - k)^{-1} \mu_g \\
+ \frac{1}{2} h \cdot [k \times k - (\text{Tr}(k)) k + \frac{1}{2} g^{-1} \text{Ric}(k) \\
+ 2 \text{Ric}(g) - \frac{1}{2} R(g) g]^{-1} k. \]

Also,

\[ \frac{d}{dt}[2R(g) \mu_g] = 2[\Delta(\text{Tr}(k)) + \delta k - |\text{Ric}(g) - \frac{1}{2} R(g) g| \cdot k] \mu_g \]

so that

\[ \frac{d}{dt}[(\mathcal{K} \mu_g + 2R(g) \mu_g)] = 2[\Delta(\text{Tr}(k)) + \delta k - |\text{Ric}(g) - \frac{1}{2} R(g) g| \cdot k] \mu_g \]

Thus \( (\partial / \partial t)[\mathcal{K} \mu_g + 2R(g) \mu_g] = 0 \).

To show that \( (\partial / \partial t)[\delta \pi] = 0 \) we proceed as follows. From Eqs. (3.2) and (3.4) we have

\[ \frac{\partial \pi}{\partial t} = [k \times k - \text{Tr}(k) k + \frac{1}{2} g^{-1} g + 2 \text{Ric}(g) - \frac{1}{2} R(g) g]^{-1} \mu_g. \]

Note that (3.5) is the system of Proposition 3.3 in Hamiltonian form, namely

\[ \frac{d}{dt} D_t L(g, k) = D_t L(g, k) = -D_t H(g, \pi), \]

where \( H(g, \pi) = \frac{1}{2} \mathcal{G} \cdot \mathcal{G}(\pi) + V(g) \).

A computation in coordinates shows that

\[ \frac{\partial}{\partial t} (\delta \pi) = [\delta (\frac{\partial \pi}{\partial t}) + \delta ((\text{Tr}(k) k - k \times k - \frac{1}{2} \mathcal{K} \mu_g))]. \]

Substitution of (3.5) into (3.6) yields our result \( (\partial / \partial t)[\delta \pi] = 0 \).

In the case of electromagnetic fields \( E, B \), \( \mathcal{K} = \{ g(E, E) + g(B, B) \} \) and \( -\delta \pi = \ast (E \wedge B) \mu_g \) so that

\[ \frac{d}{dt} \left( \frac{1}{2} \mathcal{K} \mu_g \right) + \delta \pi = \frac{d}{dt} \left( \frac{1}{2} g(E, E) + g(B, B) \right) \mu_g \]

whence Cauchy data \((g_0, k_0)\) at \( t = 0 \) satisfies

\[ \begin{align*}
\frac{\partial g}{\partial t} &= k, \\
\frac{\partial k}{\partial t} &= \mathcal{G}(k) - 2 \text{Ric}(g) + \frac{1}{2} \mathcal{K} g, \end{align*} \]

whose Cauchy data \((g_0, k_0)\) at \( t = 0 \) satisfies

\[ \begin{align*} 
\frac{\partial g}{\partial t} &= k, \\
\frac{\partial k}{\partial t} &= \mathcal{G}(k) - 2 \text{Ric}(g) + \frac{1}{2} \mathcal{K} g, \end{align*} \]
satisfies (C) for all time \( t \) for which the solution exists, say \( |t| < \epsilon \), and hence also satisfies the truncated system of evolution equations
\[
\begin{align*}
\frac{\partial g}{\partial t} &= k, \\
\frac{\partial k}{\partial t} &= S_k(k) - 2\text{Ric}(g).
\end{align*}
\]

Solutions to the system (\( \tilde{E} \)) however need not be solutions to (Z), nor is it \textit{a priori} obvious that solutions to (\( \tilde{E} \)) preserve the conditions (C) on the Cauchy data. Our next proposition shows, in fact, that the simpler system (E) is in fact equivalent to (Z) under the hypothesis that the Cauchy data satisfies (C).

**Proposition 3.5:** Let \( (g, k) \) satisfy the system (\( \tilde{E} \)) with Cauchy data \( (g_0, k_0) \) that satisfies (C). Then \( \mathcal{K}(g, k) = 0 \) so that \( (g_1, k_1) \) satisfies (Z).

**Proof:** If \( (g, k) \) satisfies (\( \tilde{E} \)), then a computation as in Proposition 3.4 shows that
\[
\frac{\partial}{\partial t} \left( \delta \right) = \left( k \times k - (\text{Tr}k)k + 2\text{Ric}(g) - \frac{1}{2}R(g)g \right) - R(g)g^{-1}k.
\]

Also, a direct verification shows that
\[
\frac{\partial}{\partial t} \left( \delta \right) = \left( \delta \right) - \frac{1}{2} \delta (\mathcal{K}k, g).
\]

Combining (3.7) and (3.8) gives
\[
\frac{\partial}{\partial t} \left( \delta \right) = 0.
\]

A computation similar to the one in Proposition 3.4 gives
\[
\frac{\partial}{\partial t} \mathcal{K} + 2\delta \mathcal{K} - \frac{1}{4} (\text{Tr} \mathcal{K}) \mathcal{K} = 0.
\]

Consider (3.9) and (3.10) as a first order linear homogeneous system of partial differential equations for \( \mathcal{K}(t, \mathcal{K}, \mathcal{K}) \) and \( \mathcal{K}(t)^c \). Then if \( \mathcal{K}(0) = 0 \) and \( \mathcal{K}(0)^c = 0 \) at \( t = 0 \), (3.9) and (3.10) imply \( \mathcal{K}(t) = 0 \), \( \mathcal{K}(t)^c = 0 \) for all \( t \) for which \( (g, k) \) satisfies (\( \tilde{E} \)). Hence \( (g, k) \) satisfies (Z). \( \square \)

We remark that the proposition also follows if we assume that solutions to (\( \tilde{E} \)) are unique.14 Let \( (g, k) \) be a solution of (E) with Cauchy data that satisfies (C), and let \( (g_1, k_1) \) be a solution to (Z) with this same Cauchy data. Then \( (g_1, k_1) \) is a solution to (\( \tilde{E} \)) and by the uniqueness assumption \( (g_1, k_1) = (g, k) \) is also a solution to (Z). Unfortunately, there is not as yet a direct existence or uniqueness proof for the system (E). Using a four-dimensional formulation and a theorem of Leray, Lichnerowicz17 proves that Cauchy data
\[
(g, k, \delta g, \delta k, \delta \delta g, \delta \delta k)
\]
of Sobolev class \( H^4, H^{\infty} \) evolves for short time into a space–time of class \( H^{\infty} \). Using an improvement of the Leray theorem by Dionne, Choquet–Bruhat13 shows in fact that the space–time is of class \( H^4 \).

In a forthcoming paper we give a simple direct proof that \( (H^4, H^{\infty}) \) Cauchy data evolves for short time into a space–time of class \( H^4 \), \( s \geq 4 \) (see Refs. 18 and 19).

Eardley, Liang, and Sachs15 give conditions when the Ricci term may be neglected, called \textit{velocity-dominated solutions}. This condition prevails when the metric is changing very fast as compared with its curvature, as for example near a singular hypersurface. As \text{Ric}(g) is the only term involving spatial derivatives, neglecting \text{Ric}(g) reduces the equations to the geodesic equations on \( \mathcal{M} \) which can then be solved explicitly.

As explained in Ref. 1, the evolution equations (\( \tilde{E} \)) plus the initial conditions (C) are equivalent to the statement that the Lorentz metric \( g^2 \) given in a neighborhood \( (\epsilon, \epsilon) \times M \) of the initial hypersurface \( \{0\} \times M \) by
\[
g^2(t, m) \cdot (\nu, s, w, w) = \delta_{m}(\nu, s, w, w) - s,
\]
where \( (\nu, s, w, w) \in T_{(0)}(\mathbb{R} \times M) \approx \mathbb{R} \times TM \) and \( g \) is the time-dependent metric with interval of existence \( (\epsilon, \epsilon) \), is Ricci flat; that is, Einstein's empty space field equations hold. In coordinates the formula reads
\[
g^2 dx^i dx^j = -dt^2 + g dx^i dx^j,
\]
where \( x^a = (t, x^i) \). As we shall explain in Sec. 7, there are compelling reasons why we want to restrict our solutions to satisfy (C) in addition to the fact that only then do the solutions correspond to Ricci flat space–times.

Note that we are not postulating that the whole space–time is of the form \( \mathbb{R} \times M \); rather it is of the form \( (\epsilon, \epsilon) \times M \) only in a tubular neighborhood of the initial hyperspace. As the metric evolves in time, the topology of the space–time structure could become more intricate. This global aspect in time is a difficult problem, closely related to the singularity problem, about which little is known.17,19,20

The above construction is for a space–time in Gaussian coordinates \( \delta_{00} = -1, \delta_{0i} = 0 \). To get the most general space–time, we must modify the equations of evolution to include the shift and lapse function.

We shall deal with the shift and lapse separately since their geometrical meanings are quite different; but they can be handled simultaneously or in succession. When done together, one uses the semidirect product group structure on \( T \times D \).

### 4. EINSTEIN’s EQUATIONS WITH A SHIFT

If \( g_{0i} \) is nonzero and we write \( X = X^i = -g^{ij}g_{0j} \) (\( g^{ij} \) is the inverse of the time-dependent 3-metric \( g_{ij} \)) so that \( X \) is a time-dependent vector field on \( M \), then the evolution equations corresponding to the metric \( g_{ab} dx^a dx^b = -(1 - X^c X_c) dt^2 - 2X^a dt dx^a + g_{ij} dx^i dx^j \) are
\[
\begin{align*}
\frac{\partial g}{\partial t} &= k - L_X g, \\
\frac{\partial k}{\partial t} &= S_k(k) - 2\text{Ric}(g) - L_X k.
\end{align*}
\]
Because of the presence of the Lie derivative in the first term, \( k \) is no longer the canonical velocity associated with the configuration field \( g \), but is now a supplementary variable, defined to simplify the evolution equations; that is, the equation for \( \partial k / \partial t \) is simpler than the equation for the acceleration \( \partial^2 g / \partial t^2 = \partial h / \partial t - (\partial \hat{h}) / \partial t (L_g h) \). We let \( h = g / \partial t \) denote the velocity canonically conjugate to the field \( g \).

In Ref. 3 the above equations are considered as Lagrange's equations on \( \mathfrak{M} \). However in this approach the kinetic energy \( K(g, h) = \frac{1}{2} \dot{L} h + \frac{1}{2} L \dot{g}, h + L \dot{g} \) fails to be a quadratic function of the velocity \( \dot{h} \) (although it is a quadratic function of the supplementary variable \( h \)).

In order to have a kinetic energy term which is quadratic, and to incorporate the shift vector field into the theory in a natural way, we enlarge the configuration space \( \mathfrak{M} \) to \( \mathfrak{D} \times \mathfrak{M} \). We recall that \( \mathfrak{D} = \text{Diff}(M) \) is the group of all smooth orientation-preserving diffeomorphisms of \( M \). We can still regard the equations of Proposition 3.3 on \( \mathfrak{D} \times \mathfrak{M} \) by just ignoring the factor \( \mathfrak{D} \); namely, for \( X \in T \mathfrak{D}, (g, h) \in T \mathfrak{M} \) we have

\[
\begin{align*}
\frac{\partial \eta}{\partial t} &= X, \\
\frac{\partial g}{\partial t} &= h, \\
\frac{\partial X}{\partial t} &= \dot{X}, \\
\frac{\partial h}{\partial t} &= \dot{S}(h) - 2Ric(g) + \frac{1}{3} \mathfrak{K}(g, h).
\end{align*}
\]

These equations come from a degenerate Lagrangian on \( \mathfrak{D} \times \mathfrak{M}, \mathcal{T}(X, g, h) = L(g, h) \). The degeneracy is clear because the Lagrangian \( L: T(\mathfrak{D} \times \mathfrak{M}) \to \mathbb{R} \) does not depend on \( X \); thus, \( X \) can be specified arbitrarily. We give a less trivial extension of the Lagrangian \( L \) to \( D \times \mathfrak{M} \) shortly.

At this point it will be necessary to set out a few properties of the diffeomorphism group \( \mathfrak{D} \) of our manifold \( M \). We shall need only the most elementary aspects of this group, which can all be understood rather easily, as we shall explain. For the more detailed analysis, consult Refs. 7 and 10 and related references.

To begin with, \( \mathfrak{D} \) is an infinite-dimensional manifold. It is not a linear space, as \( M \) does not have a linear structure, but \( \mathfrak{D} \) is locally like \( C^\infty \)-functions; hence it is plausible that \( \mathfrak{D} \) has the structure of a manifold modeled on a Fréchet space of \( C^\infty \) (vector) functions.

What we would like to demonstrate is that the tangent space \( T \mathfrak{D} \) at a point \( \eta \in \mathfrak{D} \) is the set of smooth maps \( X_{\eta} : M \to TM \) which cover \( \eta \); that is, such that the following diagram commutes:

\[
\begin{array}{ccc}
M & \xrightarrow{\eta} & TM \\
\downarrow{\tau_M} & & \downarrow{\tau_M} \\
\mathfrak{D} & \xrightarrow{\eta} & \mathfrak{M}
\end{array}
\]

where \( \tau_M \) denotes the canonical projection of \( TM \) to \( M \). To see that \( X_{\eta} \) is of the form described, let \( \eta \in \mathfrak{D} \) be a curve in \( \mathfrak{D} \), \( \eta_0 = \eta \), so that \( (\partial \eta/dt) \big|_{t=0} \) represents a tangent vector in \( T \mathfrak{D} \). But for fixed \( m \in M \), \( \sigma(t) = \eta(m) \) is a curve in \( M \) with \( \sigma(0) = \eta(m) \) and with tangent vector

\[\sigma'(0) = \frac{d\eta}{dt}(m) \big|_{t=0} \in T_{\eta}(\mathfrak{M}).\]

Thus \( d\eta/dt \) is a map from \( M \) to \( TM \) covering \( \eta \).

We refer to \( X_{\eta} \) as a vector field which covers \( \eta \), so that \( T \mathfrak{D} \) is the manifold of vector fields covering diffeomorphisms. In particular, \( T \mathfrak{D} = \mathfrak{X}(\mathfrak{M}) = \{ \text{the vector space of smooth vector fields on } M \} \). There is a natural projection \( \gamma: T \mathfrak{D} \to \mathfrak{D} \) defined by \( \gamma(X_{\eta}) = \gamma_{\mathfrak{D}}X_{\eta} = \eta \in \mathfrak{D} \). For \( X_{\eta} \in T \mathfrak{D}, \mathfrak{X} \eta \) is an "ordinary" vector field on \( M \).

The assertion \( d\eta/dt = X_{\eta} \) means that \( \eta \) is the flow of the time-dependent vector field \( X_{\eta} = \eta_{\mathfrak{D}}X_{\eta} \). In other words, \( \eta \) gives the integral of the ordinary differential equations defined by \( X_{\eta} \), or

\[\frac{d\eta}{dt}(x) = X_{\eta}(x, \eta(x)).\]

Now we introduce a new manifold \( \mathfrak{Q} \) of maps of the form \( g \circ \eta \) where \( g \in \mathfrak{M} \) and \( \eta \in \mathfrak{D} \). This is isomorphic to \( \mathfrak{D} \times \mathfrak{M} \) by mapping \( (\eta, g) \mapsto g \circ \eta \). This map may be viewed as realizing \( \mathfrak{Q} \) as \( \mathfrak{D} \times \mathfrak{M} \) by right translation or as \( \mathfrak{Q} \) in body coordinates. We can also realize \( \mathfrak{Q} \) in space coordinates using "left translation":

\[g \circ \eta \mapsto ((\eta^{-1})^*g, \eta),\]

where \((\eta^{-1})^*g\) represents a new metric obtained by "actively changing the coordinates" by the diffeomorphism \( \eta \). If we let \( x_m, y_m \in T_M M \), then

\[(\eta^{-1})^*g(m, (x_m, y_m) = g \circ \eta^{-1}(m, (T_m(\eta^{-1})(x_m), T_m(\eta^{-1})(y_m))\).

In a coordinate system, \( x = (x^1, \ldots, x^9) \), this operation \((\eta^{-1})^*g\) reads as follows: Let \( \vec{x}^i \) be the \( i \)-th coordinate of \( \vec{x} = \eta(x) \); we suppose for simplicity that the coordinate chart is so large that \( \eta \) maps it to itself. Then the new \( g \) has coordinates in this system given by

\[g_{ik}(\vec{x}) = \left( \frac{\partial x^k}{\partial \vec{x}^i} \right)(\vec{x}) \cdot \left( \frac{\partial x^i}{\partial \vec{x}^k} \right)(\vec{x}) g_{kl}(x).
\]

Our conventions on the placing of the stars agrees with the convention in Ref. 12 but is the opposite of that in Ref. 8. For example, \((\eta \circ g)^* = \xi^* \eta^* g \).

Our procedure of realizing \( \mathfrak{Q} \) in these two ways as \( \mathfrak{D} \times \mathfrak{M} \) is entirely analogous to what occurs in the rigid body and hydrodynamics, cf. Ref. 7. This is explained further in Sec. 5 below.

We refer to \( \mathfrak{Q} \) as the manifold of Riemannian metrics which cover diffeomorphisms, that is, \( g_\eta \in \mathfrak{Q} \) covers the diffeomorphism \( \eta \) if the following diagram commutes:

\[
\begin{array}{ccc}
M & \xrightarrow{\eta} & \text{Pos}(M) \\
\downarrow{\eta} & & \downarrow{\eta} \\
\mathfrak{Q} & \xrightarrow{\eta} & M
\end{array}
\]

where \( \text{Pos}(M) \) is the bundle of positive-definite symmetric two-covariant tensors (not tensor fields) on \( M \). In the above realizations of \( \mathfrak{Q} \) as \( \mathfrak{D} \times \mathfrak{M} \), the space \( \mathfrak{M} \) plays the role of the "Lie algebra" of \( \mathfrak{D} \), so that right pullback to the "Lie algebra" is given by \( g_\eta \mapsto g_\eta \circ \eta^{-1} \), and left pullback is given by \( g_\eta \mapsto (\eta^{-1})^* (g_\eta \circ \eta^{-1}) \); in what remains, \( (\eta^{-1})^* \) is the representation of \( g_\eta \) in body coordinates, s. (\eta^{-1})*
$(g_\nu \eta^{-1})$ is the representation of $g_\nu$ in space coordinates, and the transition from body to space coordinates is given by $g_\nu \eta^{-1} \rightarrow (\eta^{-1})^*(g_\nu \eta^{-1})$; that is, this map represents the transition from the “body representation” to the “space representation.” This can also be interpreted more mundanely as the transition from a stationary to a moving frame.

To transfer the Lagrangian on $\mathcal{M}$ to $\mathcal{D} \times \mathcal{M}$, we consider the map

$$\Phi: \mathcal{D} \times \mathcal{M} \rightarrow \mathcal{M}, \quad (\eta_\nu, g) \mapsto \eta^* g$$

(\Phi is the standard left action of the group $\mathcal{D}$ on $\mathcal{M}$).

The tangent (or derivative) of $\Phi$ (not the tangent action) is easily computed. We shall prove that

$$T \Phi: T \mathcal{D} \times T \mathcal{M} \rightarrow T \mathcal{M} = \mathcal{X} \times S_q(\mathcal{M}),$$

$$(X_\eta, (g, h)) \mapsto (\eta^* g, \eta^*(h + L_{X_\eta} \eta^{-1} g)).$$

Note that $X_\eta \eta^{-1}$ is an ordinary vector field so that $L_{X_\eta} \eta^{-1}$ is the usual Lie derivative. The proof that $T \Phi$ is as given follows from a lemma from geometry.

**Lemma 4.1:** If $Y_\eta$ is a time-dependent vector field with flow $\eta(t_0 = 0) = \eta_0$, then for $g \in \mathcal{M}$

$$\frac{d}{dt} (\eta^* g) = \eta^* (L_{Y_\eta} g).$$

This is the usual fundamental theorem connecting flows and Lie derivatives.

To prove the formula for $T \Phi$, we may proceed as follows: Let $\eta$ be the flow of the vector field $X_\eta \eta^{-1}$, $\eta_0 = \eta|_{t = 0}$, and let $\eta$ be a curve in $\mathcal{M}$. $\eta_0$ is tangent to $X_\eta \eta^{-1}$, and $\eta$ is tangent at $t = 0$ to $X_\eta$. Let $g$ be tangent to $t = 0$ to $h$ and $h_0 = g$. Then by definition of the tangent $8$ $T \Phi(X_\eta, (g, h))$ at $t = 0$.

$$T \Phi(X_\eta, (g, h)) = \frac{d}{dt} \Phi(\eta(t), g)|_{t = 0}.$$

Using the definition of $\Phi$ and Lemma 4.1, this becomes

$$\frac{d}{dt} (\eta^* g)|_{t = 0} = \eta^* \frac{d}{dt} (g)|_{t = 0} = \eta^* L_{Y_\eta} g|_{t = 0} \quad \eta^* L_{X_\eta} \eta^{-1} g|_{t = 0} \quad \eta^* \frac{dg}{dt}|_{t = 0}$$

which proves our assertion.

**Note:** If we had used the right action $\psi(\eta, g) = \eta^* g = (\eta^{-1})^* g$, the formula for $T \Phi$ would be $(\eta^* g, \eta_0 \eta + L_{X_\eta} \eta^{-1} \eta_0)$, which is not as convenient for later purposes.

By composing $L$ with $T \Phi$, we can extend our Lagrangian $L: T \mathcal{M} \rightarrow R$ to a degenerate Lagrangian $\tilde{L}: T(D \times \mathcal{M}) \rightarrow R$ given by $\tilde{L} = L + T \Phi$, that is, $\tilde{L}(\eta, (g, h)) = L(\eta^* g, \eta^*(h + L_{X_\eta} \eta^{-1} g)) = L(g, h + L_{X_\eta} \eta^{-1} g)$, where the last equality follows from the invariance of $L$ by the pullback action of $\mathcal{D}$ (see Sec. 6).

We now explain why the Lagrangian $\tilde{L}$ is quadratic in the velocities when viewed as a Lagrangian on $\mathcal{D} \times \mathcal{M}$, whereas it is not when viewed as a Lagrangian on $T \mathcal{M}$. We write out $\tilde{L}$ as

$$\tilde{L}(X_\eta, (g, h)) = \frac{1}{2} \|\dot{g}\|^2 + L_{X_\eta} \eta^{-1} g, h + L_{X_\eta} \eta^{-1} g, h - 2 \int M R \mu_g.$$

To test whether $\tilde{L}$ is quadratic, we must consider the transformation of the velocities $v \rightarrow \lambda v, \lambda \in \mathbb{R}$. On $\mathcal{D} \times \mathcal{M}$, the velocities are both $X_\eta$ and $h$ (rather than just $h$), so that we must consider the transformation $(X_\eta, h) \mapsto (\lambda X_\eta, \lambda h)$. It then follows immediately that

$$\tilde{L}(\lambda X_\eta, g, \lambda h) = \lambda^2 \tilde{L}(X_\eta, g, h)$$

[whereas $\tilde{L}(X_\eta, g, h) \neq \lambda^2 \tilde{L}(X_\eta, g, h)$]. Working on $\mathcal{M}$ alone, the fact that the shift is also a velocity (but not determined by evolution equations) is obscured by the nonquadratic nature of the Lagrangian on $\mathcal{M}$ is trying to tell us that the shift is a velocity variable equivalent that $\mathcal{D}$ should be considered as part of the configuration space.

We also remark that $\tilde{L}$ is now a degenerate Lagrangian on $\mathcal{D} \times \mathcal{M}$, as the metric term is now degenerate. Thus we have achieved a quadratic Lagrangian but only at the expense of giving up an nondegenerate one and also giving up well-defined equations of motion (see Sec. 2). Although it might appear that the price we have had to pay for the exchange is too great, this is not true. The degeneracy leads to an arbitrariness in the evolution equations which allows precisely for an arbitrary specification of a motion of $M$, that is, a curve $\eta \in \mathcal{D}$, or its generator, the shift vector field $X_\eta$.

Using $\tilde{L}$ and Proposition 2.4, the equations of motion may also be transferred to $\mathcal{D} \times \mathcal{M}$.

**Theorem 4.1:** Consider on $\mathcal{D} \times \mathcal{M}$ the degenerate Lagrangian $L(\eta, X_\eta g, h) = \frac{1}{2} \|\dot{g}\|^2 + L_{X_\eta} \eta^{-1} g, h + L_{X_\eta} \eta^{-1} g, h - 2 \int_M R \mu_g$.

For any curve $\eta$ with $d\eta/ dt = X_\eta \eta$, a possible Lagrangian vector field for $L$ is given by the equations [at a point $(Y_c, g, h) \in T(D \times \mathcal{M})$]

$$\frac{d}{dt} Y_c = X_\eta \eta, \frac{d}{dt} g = L_{X_\eta} \eta^{-1} g, \frac{d}{dt} h = L_{X_\eta} \eta^{-1} g$$

Note: The expression for $L$ may be written (intrinsically) directly on the manifold $\mathcal{D}$.

As a corollary, we get a simple method for solving the equations with a general shift $X_\eta$ if the solution for $X = 0$ is known.

**Corollary 4.1:** Let $g, h$ be a solution of the Einstein system with $N = 1, X = 0$. Let $X_\eta$ be a given time-dependent vector field with flow $\eta, \eta_0 = 0$. Then the solution of the Einstein system with $N = 1$ and shift $X_\eta$ and the same initial conditions $(g_0, k_0)$ is given by

$$\tilde{g}_t = (\eta^{-1})^* \tilde{g}_0, \tilde{h}_t = (\eta^{-1})^* \tilde{h}_0.$$

To prove the corollary, we need a lemma.

**Lemma 4.2:** Let $X_\eta$ be a time-dependent vector field and let the flow of $X_\eta$ be $\eta$. Then $-(\eta^{-1})^* X_\eta$ has flow $\eta^{-1}$, where $(\eta^{-1})^* X_\eta = T \eta^{-1} X_\eta \eta$ is the "pullback"
of vector fields \( (\eta)_* \) is "push forward" of vector fields. Let \( g \in \mathcal{M} \) and \( k \in S_2(M) \). Then
\[
\frac{d}{dt} (\eta^{-1})^* g = - L_{X_1} (\eta^{-1})^* g
\]
and
\[
\frac{d}{dt} (\eta^{-1})^* k = - L_{X_1} (\eta^{-1})^* k.
\]

**Proof:** Let \( X_1 \) be the generator of \( \eta \) and \( Y_1 \) the generator of \( \eta^{-1} \). By differentiating \( \eta \circ \eta^{-1} = id_M \) we find
\[
\frac{d}{dt} (\eta \circ \eta^{-1}) = \frac{d\eta}{dt} \circ \eta^{-1} + \eta^{-1} \frac{d\eta}{dt} = X_1 + \eta \circ \eta^{-1} \circ Y_1 = 0,
\]
where \( (\eta)_* X_1 = T \eta \circ Y_1 \circ \eta^{-1} \). Thus \( Y_1 = - (\eta^{-1})_* X_1 \) is the generator of the flow \( \eta^{-1} \). From Lemma 4.1, for \( g \in \mathcal{M} \), or \( k \in S_2(M) \),
\[
\frac{d}{dt} (\eta^{-1})^* g = (\eta^{-1})^* L_{X_1} g = L_{(\eta^{-1})_* X_1} (\eta^{-1})^* g = - L_{\tilde{k}_1} (\eta^{-1})^* g,
\]
where the second equality follows from the fact that \( L_{X_1} g \) is a tensor and hence commutes with push forward in each of its arguments; in coordinates this is just covariance with respect to coordinate transformations.

**Note:** We have given these details because care is required when working with time-dependent vector fields \( X_t \). Indeed \( X_t \) is not invariant under its own flow. ■

**Proof of Corollary 4.1:** By the lemma we get
\[
\frac{\partial \tilde{g}_t}{\partial t} = (\eta^{-1})^* \frac{\partial \tilde{g}_t}{\partial t} - L_{\tilde{k}_1} \tilde{g}_t = \tilde{h}_t - L_{X_1} \tilde{g}_t,
\]
since \( \frac{\partial \tilde{g}_t}{\partial t} = \tilde{h}_t \) when \( X_t = 0 \).

Similarly,
\[
\frac{\partial \tilde{h}_t}{\partial t} = (\eta^{-1})^* \frac{\partial \tilde{h}_t}{\partial t} - L_{X_1} \tilde{h}_t
\]
\[
= (\eta^{-1})^*(S_{\omega}(k_t)) - 2(\eta^{-1})^*(\text{Ric}(g_t)) - L_{X_1} \tilde{h}_t
\]
\[
= S_{\omega}(k_t) - 2\text{Ric}(\tilde{g}_t) - L_{X_1} \tilde{h}_t,
\]
where the last equality again follows from the fact that \( S(\cdot, \cdot) \) and \( \text{Ric}(\cdot) \) are tensor operators and hence commute with push forward (again, in coordinates, this is just covariance with respect to coordinate transformations), and we have used the equations for \( \frac{\partial \tilde{g}_t}{\partial t} \) when \( X_t = 0 \). ■

Corollary 4.1 shows that even though the evolution equations with a shift involve extra nonlinear, second order terms [since \( L_{X_1} k = L_{X_1}(h + L_{X_1} g) \) is quadratic in the velocities], the more general system can be solved merely by solving an ordinary differential equation; that is, by finding the flow of \( X_t \).

The above geometry also makes it transparent how the space–time in the presence of a shift is to be constructed. Namely we have a diffeomorphism
\[
\Psi : \mathbb{R} \times M \to \mathbb{R} \times M, \quad \Psi(t, m) = (t, \eta(m)),
\]
which rotates the space \( M \). It transforms, by Corollary 4.1, the old solution to the new solution. Thus it transforms the old space–time to the new one. It is easy to check that the new space–time metric is the one stated at the beginning of this section. Thus the space–time with a shift is isometric to the space–time without a shift.

We now explain why we have changed the sign of the shift (see also the next section). If the first evolution equation, for example, were \( \partial g_t / \partial t = k_t + L_{X_1} g_t \), then we would consider \( \tilde{g}_t = \eta^{-1}_* g_t \) and \( \tilde{k}_t = \eta^{-1}_* k_t \) as the solution with shift \( X_t \) if \((g_t, k_t)\) is the solution with shift zero. But then
\[
\frac{\partial \tilde{g}_t}{\partial t} = (\eta^{-1})^* \frac{\partial g_t}{\partial t} + (\eta^{-1})^* L_{X_1} g_t = \tilde{h}_t + L_{(\eta^{-1})_* X_1} (\eta^{-1}_* g_t)
\]
\[
= \tilde{h}_t + L_{X_1} (\eta^{-1}_* g_t),
\]
so that now the equations depend on \( \eta \) explicitly, which is not natural.

**5. THE EINSTEIN SYSTEM IN SPACE AND BODY COORDINATES**

interestingly enough, it is possible to interpret the Einstein system \( (E) \) in terms analogous to the concepts of space and body coordinates used to describe the motion of a rigid body or of a fluid in hydrodynamics. The basis for this interpretation is the two identifications of \( \mathcal{D} \), the manifold of Riemannian metrics which cover diffeomorphisms, with \( D \times \mathcal{M} \); the right identification \( g \mapsto (\eta g \circ \eta^{-1}) \in D \times \mathcal{M} \) leading to what we loosely call "body coordinates," and the left identification \( g \mapsto (\eta_f (\eta^{-1})^* g) \in D \times \mathcal{M} \) leading to "space coordinates." Here \( \mathcal{M} \) plays the role of the "Lie algebra" of \( \mathcal{D} \), and is therefore analogous to the velocity phase space \( T_{SO(3)} \approx \mathbb{R}^3 \) for the rigid body or \( T_{dS}SO(3) \approx \mathbb{R}^3 \) (the space of all divergence free vector fields) for hydrodynamics (see Ref. 7).

If we transpose the Lie derivative terms in \( (E) \) to the left-hand side, we see that the operator \( \partial / \partial t + L_{X_1} \) enters in the evolution equations for both \( g_t \) and \( k_t \).

The derivatives \( \partial g_t / \partial t + L_{X_1} g_t \) and \( \partial k_t / \partial t + L_{X_1} k_t \) are entirely analogous to the material or Eulerian derivative \( (\partial / \partial t + \omega \times \cdot) \) \( + X_1 \times X_1 \) which appears in hydrodynamics or the time derivative \( (\partial / \partial t + \omega \times \cdot) \) of the angular momentum \( \omega = \omega \times \cdot \) of a rigid body as observed in space coordinates.

The Eulerian derivative is the total time derivative of the fluid velocity as the fluid moves around in space. Although it is the time derivative of the velocity with respect to an observer who is moving with the fluid, it is expressed in terms of quantities referring to points fixed in space; that is, it is the total time derivative of the fluid as seen by an observer fixed in space. We say that an observer moving with the fluid is in body coordinates, or is "on" the fluid, and an observer fixed in space is in space coordinates, or is "of" the fluid.

We now wish to investigate further this analogy of general relativity with hydrodynamics in which the derivatives \( \partial g_t / \partial t + L_{X_1} g_t \) and \( \partial k_t / \partial t + L_{X_1} k_t \) can be interpreted as the total derivative of a time-dependent metric field \( g_t \) (or of \( k_t \)) as seen by an observer in space coordinates. We let the manifold \( M \) be the body. We consider a curve \( \eta_t \in D(M), \eta_0 = id_M \) as describing a rotation of the body \( M \). Thus we consi-
order the points of the manifold $M$ to be moving according to the rule that a point which at time $t = 0$ is at $m \in M$ is at $\eta(m)$ after time $t$. We then make the convention that an observer is in body coordinates if he is on the manifold, and is in space coordinates if he is off the manifold. An observer in body coordinates, as he moves with the manifold, detects no motion of the manifold.

Now let $g_\text{b}$ be a time-dependent metric field on $M$. We assume that this field is rigidly attached to the body $M$ as it moves according to the curve $\eta$, so that we set $\dot{g}_\text{b} = \frac{\partial \eta}{\partial t}|_{\text{body}}$ (time-dependence implied). An observer in body coordinates (who detects no motion of $M$) then finds $\left(\frac{\partial \eta}{\partial t}\right)^{g_\text{b}} = k_{\text{body}}$ as the "velocity" of the metric.

An observer in space coordinates (who is off the manifold) sees the metric field $g_\text{space}$ as it is dragged past him by the moving manifold. He sees the (time-dependent) metric field $g_\text{space} = (\eta^{-1})^* g_\text{body}$ and computes as the "velocity" of $g_\text{space}$,

$$\frac{\partial g_\text{space}}{\partial t} = k_\text{space} - L_X g_\text{space},$$

where $k_\text{space} = (\eta^{-1})^* k_{\text{body}} = (\eta^{-1})^* \frac{\partial \eta}{\partial t}$ and $X$ is the shift vector field which generates the motion of $\eta$.

Similarly he computes

$$\frac{\partial k_\text{space}}{\partial t} = S_{\text{space}}(k_\text{space}) - 2\text{Ric}(g_\text{space}) - L_X k_\text{space},$$

But (5.1) and (5.2) are just the evolution equations of $g$ with lapse $N = 1$.

6. CONSERVATION OF THE DIVERGENCE CONDITION

In Proposition 3.4 we saw that the divergence condition is maintained by the Einstein equations. Now we want to give a more natural geometric proof of this fact using general symmetry methods.

The idea is extremely simple and goes as follows. Group $\mathfrak{d}$ acts on $\mathfrak{m}$ by $g \mapsto (\eta^{-1})^* g$ as we have seen before. We assert that this action is a symmetry for our Lagrangian $L(g,h) = \frac{1}{2} \mathcal{L}(g,h) - V(g)$ and that the corresponding conserved quantities, computed according to Proposition 2.3, give us the desired conservation law.

Of course by Corollary 4.1 it is enough to show this for $X = 0$; we get the corresponding result with a shift immediately (and for a lapse too using the results below).

Let us denote for fixed $\eta \in \mathfrak{d}$, the map $g \mapsto (\eta^{-1})^* g$ by $\theta_\eta$. First we assert that $\theta_\eta$ is an isometry for the DeWitt metric. This is almost obvious since $\mathcal{L}_g$ is defined intrinsically and everything transforms properly (see Refs. 5 or 10 for an analogous result).

Secondly, $\theta_\eta$ leaves invariant the potential. Indeed, since $R$ is a tensor,

$$\int_M R((\eta^{-1})^* g) \mu = \int_M \left(\int g \cdot \eta^{-1} \right) \mu = \int_M R(g) \mu,$$

by the change of variables formula $\left(\eta^{-1}\right)^* \mu_g$ is just the Jacobian of $\eta^{-1}$ times $\mu_g$.

We can therefore compute the conserved quantities using Proposition 2.3. Let $\mathcal{L}$ be a one-parameter group of diffeomorphisms generated by a vector field $Z$ on $M$. Then $\theta_{\mathcal{L}}$ is a one-parameter group of motions of $\mathfrak{m}$ leaving $L$ fixed and $\theta_{\mathcal{L}}$ is generated by

$g \mapsto L_Z g$, a Killing vector field on $\mathfrak{m}$. The corresponding conserved quantity is therefore the real-valued function on $\mathfrak{T}\mathfrak{m}$ given by

$$(g,k) \mapsto \mathcal{L}(k,-L_Z g).$$

Lemma 6.1: $\int_M (L_Z g \cdot k) \mu_g = 2 \int_M (Z \cdot \nabla_k) \mu_g$.

Proof: As was stated in the introduction, and as is easy to check, we have the formula

$L_Z g = Z_{i_j} + Z_{j_i}$.

From this we see $\delta(k,Z) - (hk)Z - k \cdot \nabla Z = (kZ - \frac{1}{2} k \cdot L_Z g)$.

By Stokes theorem we have that $\int_M (\delta(k,Z) \mu_g = 0$ and so the lemma follows. Recall that $bh = -b_j^\eta$.

Now $\mathcal{L}(g,k,Z) = \int (L_Z g \cdot * \mu_g)$, where $* = (\text{Tr} k) g^{-1}$ is the tensor part of $\eta = \eta_{\nu} \otimes \mu_{\nu}$. From Lemma 6.1 we get the fact that

$$\int_M (Z \cdot \nabla \mu_g) \mu_g \text{ is conserved}$

Since $Z$ is arbitrary, $(bn')^\nu \otimes \mu_g = (\eta_{\nu})^\nu$ is conserved, where, as above, the symbol $(\cdot')^\nu$ indicates that the index is lowered by the time-dependent metric $g_\nu$, that is $\delta(\eta_{\nu})^\nu = -(\eta_{\nu'})^\nu$. Thus if $\delta((\text{Tr} k) g - k) = 0$ at $t = 0$ then this condition is maintained in time, thereby proving our conservation law.

Note that $bn'$ must be taken with its index down, that is, regarded as a one form, in order that its contraction with $Z$ does not involve the metric. Note that we have shown $(bn)$ is conserved even if $(bn')$ is not zero at $t = 0$, although this is not true for $\delta((\text{Tr} k) g - k)$ because of the $\mu$ term (see also Ref. 19). This is for the full set of Hamiltonian equations as in Proposition 3.3. For the truncated system it is necessary to require that $bn$ and $\mathfrak{T}$ both be zero at $t = 0$ as we saw in Proposition 3.4.

Geometrically, $\delta((\text{Tr} k) g - k) = 0$ on $\mathfrak{m}$ means that $k$ is perpendicular to the orbit of $Z$ through $g$ (perpendicular in the DeWitt metric). This is exactly a restatement of the condition $B_k(h,L_Z g) = 0$ for all $Z$.

Thus the conservation of $\delta((\text{Tr} k) g - k)$ means that if $(g,h)$ starts off perpendicular to the orbit through $g$, it must evolve in such a manner that it remains perpendicular to the orbit. If a shift is present, we measure perpendicularity by the DeWitt metric on $\mathfrak{d} \times \mathfrak{m}$. In the metric $\mathcal{L}_g(\cdot,\cdot)$ this means that $g_\nu$, rather than preceding perpendicular to the orbits, also "slides along" the orbits; this sliding is determined by the flow of the shift vector field.

We also remark that

$$L_X \pi = L_X (\pi \otimes \mu_g) = L_X \pi \otimes \mu_g + \pi \otimes L_X \mu_g$$

where $L_X \mu_g = (\text{div} X) \mu_g$, $\text{div} X = -\delta X = X_i^i$. Thus the Lie derivative of a tensor density has the extra
diss divergence term (div X)\gamma_i^i in it. Comparing this with
the evolution equations in Arnowitt, Deser, and
Misner\textsuperscript{2} reveals the last three terms in the equation
for \sigma/\partial t as \nabla g.

In summary, we have proven:

**Theorem 6.1:** Let L be a Lagrangian system
L(\eta, k) = \frac{1}{2} S_k(\eta, k) - V(\eta) on TM, with Lagrangian
vector field Z. Suppose V is invariant under the
action of Z on TM. Then if (\eta, k) is an integral curve of \nabla g, \partial/\partial t \{q(\nabla g) - k\mu_g\} = 0.

Thus if q(\nabla g) - k = 0 holds at t = 0, it holds for
all time.

In other words, the divergence condition results precisely
from the spatial coordinate invariance of our
Lagrangian. One can similarly work out laws for
other coordinate invariant theories which are built
on tensor or vector bundles other than \nabla g(M).

7. THE EINSTEIN EQUATIONS WITH A Lapse

We have just seen that the shift vector field X has a
simple geometric interpretation and the solutions to
the modified Einstein equations are related to those
with zero shift in a very simple and geometrically
transparent way. The lapse function is more interest-
ing and a bit more intricate. In dealing with the lapse
we may assume the shift is zero.

If one has a Lagrangian function on TB, there is a
standard way (see Ref. 8, p. 133) of associating a
homogeneous Lagrangian on T(R x B). Namely set

L : TR x TB \rightarrow R, R

\lambda = 0,

Here \lambda \in T_R R is now a velocity, and so L is homogene-
ous of first order in the velocities. L is defined just
on the subset where \lambda = 0. This L is degenerate and
its base integral curves are obtained from those of
L by suspending them in R x B with an arbitrary
change of parametrization (reflecting the degeneracy).

Physically, the time has changed roles from being
the evolution parameter of the system to a coordi-
inate in the extended configuration space; one is then
free to choose an arbitrary evolution parameter for
the system.

With this classical example in mind, we thus extend
our Lagrangian L on TM, L(\eta, h) = \frac{1}{2} S_k(\eta, h) -
2 \int_M R(g)\mu_g to \L \subset (T^2 x \nabla g) by setting for

(\eta, N) \in T \times \nabla g, N > 0,

L(\eta, N, g, h) = \int_M N E_k(g, h)\mu_g

= \frac{1}{2} \int_M N (\nabla g)^2 - \frac{1}{2} (\eta, N)\mu_g - 2 \int_M R(g)\mu_g.

Recall \nabla is the space of smooth functions \xi : M \rightarrow R,
T = C^\infty(M; R). Since \nabla is a linear space, \nabla = \nabla \times \nabla and we denote elements in the tangent space by
(\xi, N) \in \nabla \times \nabla. Note that the constant functions form
a subgroup of \nabla naturally isomorphic to \nabla; restricting to
these functions we recover the classical extension of
L. For the relativistic case, the introduction of \nabla instead of R is quite natural as it allows for observers
at different points of M to have different clock rates.

For the classical extension of L to T(R x B), there
is no problem about the existence of its Lagrangian
vector field. One can easily check that the most
general such second order vector field is given by

Z(t, \lambda, v) = \sigma(t, \lambda) \nabla Z(v),

where \sigma is any second order equation on TR (cf.
Ref. 8, p. 136) and Z is the Lagrangian vector field for
L on TB.

Now we come to a somewhat surprising result. This
is that, when we extend L to T(T x \nabla g) as above, the
Lagrangian vector field need not exist at every point of
T(T x \nabla g). In fact, in the next theorem we shall
see that we are forced to restrict to the set on which \nabla
is identically constant. The result is quite general
for any Lagrangian system, although we deal explicit-
ly with the case at hand. This provides the expla-
nation of why \nabla must be identically constant (generally
taken zero) rather than just the total integrated
energy being conserved; cf. Misner.4,2

Sachs\textsuperscript{15} has pointed out that in some dust models, \nabla
can be a nonzero constant. Observe that \nabla is the
total Hamiltonian governing the evolution of all quanti-
ties in the theory. For instance in the presence of an
electromagnetic field, \nabla = -c_B^0 + T_v^0 is the energy
governing the evolution of both the gravitational
and electromagnetic fields. For a physical solution \nabla = 0;
the hypothesis (ii) in the theorem below means
physically that our system is relativistic in the sense
that one cannot physically distinguish between the vari-
ous spacelike hypersurfaces. If there are given a
\textit{priori} sources or other "painted on" external fields
present, such as the velocity field of a fluid or an
electromagnetic field, one can physically distinguish
the various hypersurfaces and the hypothesis (iii) will
not hold.

**Theorem 7.1:** (i) If a Lagrangian vector field Z
for L [defined on T(T x \nabla g) above] exists, then it must
be a second-order equation provided that it is second
order in either \xi or g. (ii) In order that Z should exist as a
second-order equation at (\xi, N, g, h) and that N be
arbitrarily specifiable, that is, that the
"degenerate direction" is all of \nabla, it is necessary
that for any curve (\xi(t), N(t), g(t), h(t)) tangent to \nabla,
we have \(2\nabla/\partial t) \nabla(g, h/N)\mu_g = 0,

\nabla \nabla(g, h/N) = \frac{1}{2}[(\nabla h/N)^2 - (\nabla h/N)\nabla h/N) + 2R(g).

**Proof:** (i) In general the relation between Z and
L is the Lagrangian condition

2\omega_2(v, w, w) = dE(v, w)

on TB (see Sec. 2). If we let Z = (Z_1, Z_2) locally on
TB, this condition reads as follows: For all \epsilon_1, \epsilon_2 we

D_1D_2L(u, e) \cdot e_1 \cdot \epsilon_1 = D_1D_2L(u, e) \cdot e_1 + D_2D_2L(u, e) \cdot e_2 \cdot \epsilon_1

D_2D_2L(u, e) \cdot e_1 \cdot \epsilon_1 = D_2D_2L(u, e) \cdot Z_1 \cdot \epsilon_1 + D_2D_2L(u, e) \cdot Z_2 \cdot \epsilon_1

= D_2D_2L(u, e) \cdot Z_1 \cdot \epsilon_1 + D_2D_2L(u, e) \cdot Z_2 \cdot \epsilon_1

These split up into two conditions:

\[D_2D_2L(u, e) \cdot Z_1 \cdot \epsilon_1 + D_2D_2L(u, e) \cdot Z_2 \cdot \epsilon_1 = D_2D_2L(u, e) \cdot \epsilon_2 \cdot \epsilon_1 \quad (7.1)

\]

\[ D_1 D_2 L(u_1, e_1) \cdot e_1 \cdot e_1 - D_1 L(u_1, e_1) \cdot e_1 = \]
\[ - D_2 D_2 L(u_1, e_1) \cdot Z_1 \cdot Z_1 - D_2 D_2 L(u_1, e_1) \cdot Z_1 \cdot e_1 \]
\[ - D_2 D_2 L(u_1, e_1) \cdot Z_2 \cdot e_1 \]  
\[ (7.2) \]

In general, we cannot conclude from (7.1) that \( Z_1(u, e) = e \) because \( L \) is degenerate.

Now let us turn to the case at hand. Let us incorporate \( \mu \) into \( \mathcal{L} \) so we can briefly just write
\[ \mathcal{L}(\xi, g, N, h) = \int N \mathcal{L}(g, h/N). \]

We also suppress the fact that \( \mathcal{L} \) depends explicitly on \( Dg, D^2g \), which is irrelevant for the present discussion.

Using obvious notation, the derivatives of \( L \) are easily worked out to be the following:

\[ D_1 L(\xi, g, N, h) \cdot (\xi, g) \]
\[ = \text{derivative of } L \text{ with respect to } (\xi, g) \text{ in direction } (\xi, g) \]
\[ = \int N \partial^1 \mathcal{L}(g, h/N) \cdot g; \]

\[ D_2 L(\xi, g, N, h) \cdot (\xi, g) \]
\[ = \text{derivative with respect to the velocity variables } (N, h) \text{ in direction } (\xi, g) \]
\[ = \int N \partial^2 \mathcal{L}(g, h/N) \cdot g - \int N \partial^2 \mathcal{L}(g, h/N) \cdot h; \]

\[ D_3 L(\xi, g, N, h) \cdot (\xi, g) \]
\[ = \int N \partial^3 \mathcal{L}(g, h/N) \cdot g - \int N \partial^3 \mathcal{L}(g, h/N) \cdot h; \]

\[ D_4 L(\xi, g, N, h) \cdot (\xi, g) \]
\[ = \int N \partial^4 \mathcal{L}(g, h/N) \cdot g - \int N \partial^4 \mathcal{L}(g, h/N) \cdot h; \]

\[ D_5 L(\xi, g, N, h) \cdot (\xi, g) \]
\[ = \int N \partial^5 \mathcal{L}(g, h/N) \cdot g - \int N \partial^5 \mathcal{L}(g, h/N) \cdot h; \]

Note that in the computation of the second derivative of \( L \) with respect to the velocity variables, two pairs of terms cancel out. Now let us use this expression to write out condition (7.1). Let us write \( Z(\xi, g, N, h) = (\xi, g) \) for convenience. Condition (7.1) splits into two conditions, taking respectively \( e_2 = (\xi, e) \) and \( e_1 = (0, h) \). We get
\[ 0 = \int N \partial^2 \mathcal{L}(g, h/N) \cdot h - \int N \partial^2 \mathcal{L}(g, h/N) \cdot h; \]  
\[ (7.1a) \]

and
\[ 0 = \int N \partial^2 \mathcal{L}(g, h/N) \cdot h - \int N \partial^2 \mathcal{L}(g, h/N) \cdot h; \]  
\[ (7.1b) \]

Each of these conditions is equivalent to the single condition \( \xi \cdot h = 0 \). Thus if \( \xi = N \), then \( h = 0 \) and vice versa. Hence (i) follows.

To establish (ii), we write out condition (7.2) which now becomes
\[ D_1 L(u, e) \cdot e_1 = D_2 D_2 L(u, e) \cdot e_1 + D_2 D_2 L(u, e) \cdot Z_2 \cdot e_1. \]

Again we have a split into two separate conditions taking, respectively, \( e_1 = (\xi, 0) \) and \( e_1 = (0, h) \). By letting \( Z_2 = (N, h) \) we get
\[ 0 = \int \partial_\xi \mathcal{L}(g, h/N) h - \int \partial_\xi \mathcal{L}(g, h/N) h; \]
\[ + \int \partial_\xi \partial^2 \mathcal{L}(g, h/N) h h - \int \partial_\xi \partial^2 \mathcal{L}(g, h/N) h h; \]  
\[ (7.2a) \]

and
\[ 0 = \int \partial_\xi \mathcal{L}(g, h/N) h - \int \partial_\xi \mathcal{L}(g, h/N) h; \]
\[ + \int \partial_\xi \partial^2 \mathcal{L}(g, h/N) h h; \]  
\[ (7.2b) \]

Condition (7.2b) is just the condition for Lagrange's equation for \( h/N = h \) which we work out in Theorem 8.1 below.

For now we want to focus our attention on the nontrivial condition (7.2a). Since we are supposed to have complete degeneracy in \( T', N \) is arbitrary, so (7.2a) is equivalent to
\[ 0 = \partial_\xi \mathcal{L}(g, h/N) h - \partial_\xi \mathcal{L}(g, h/N) h; \]
\[ + \partial_\xi \partial^2 \mathcal{L}(g, h/N) h h - \partial_\xi \partial^2 \mathcal{L}(g, h/N) h h; \]  
\[ (7.2c) \]

Setting \( h = h/N \), this becomes
\[ 0 = \partial_\xi \mathcal{L}(g, h/N) h - \partial_\xi \mathcal{L}(g, h/N) h; \]
\[ + \partial_\xi \partial^2 \mathcal{L}(g, h/N) h h - \partial_\xi \partial^2 \mathcal{L}(g, h/N) h h; \]  
\[ (7.2c) \]

Let us take a curve \( (\xi(t), g(t), N(t)) \) tangent to \( Z \) which we suppose exists. Then (7.2c) just says that
\[ 0 = \partial_t \left[ \partial_\xi \mathcal{L}(g, h/N) h - \mathcal{L}(g, h/N) \right]; \]
\[ \frac{\partial}{\partial t} \left[ \mathcal{L}(g, h/N) h \right] = 0. \]

This proves the theorem. ☐

We shall continue this investigation by showing how to construct \( Z \) in the next section.

8. CONSTRUCTION OF THE EQUATIONS FOR A GENERAL LAPSE

In view of the results of Sec. 7 and the discussion of Sec. 1, we introduce the following "constraint" subset of \( T'(S' \times N) \):
\[ C \subset T'(S' \times N), \]
\[ C = \{ (t, N, g, h) : N > 0 \} \]
\[ \text{and } \left[ \left( \text{Tr} N \right) g - h \right] = 0. \]

Since ultimately \( N \) will be specified in advance, it is useful to think of \( C \) as a subset of \( T' \). Unfortunately, at points \( g \in C \) which admit a nontrivial isometry group, \( C \) does not seem to be a manifold. This is
The Einstein equations of evolution have a Lagrangian vector field \( \mathcal{L} \) on some subspace \( \mathcal{C} \subset (T^* \times \mathfrak{g}) \). Let \( \mathcal{C} \) be invariant under relativistic time translations (see below), and let integral curves of \( \mathcal{L} \) map \( \mathcal{C} \) to \( \mathcal{C} \). Then such integral curves, 
\[
(\partial/\partial t)(3\mathcal{L}_g) = 0.
\]

Proof: \( \mathcal{T} \) is a vector space and as an additive group, acts on \( \mathcal{T} \times \mathfrak{g} \) and \( \mathcal{T} \) in a natural way. For \( \xi_0 \in \mathcal{T} \) we get a map \( \mathcal{T} \times \mathfrak{g} \rightarrow \mathcal{T} \times \mathfrak{g} \) by \( (\xi, g) \mapsto (\xi + \xi_0, g) \). There is a corresponding one parameter group \( \Phi_\xi(\xi_0, g) = (\xi + \xi_0, g) \). This is generated by the vector field \( (\xi_0, g) \rightarrow (\xi_0, 0) \).

Now the tangent action of \( \Phi \), leaves \( \mathcal{C} \) invariant, since \( T\Phi_\xi(\xi_0, g, h) = (\xi + \xi_0, g, h) \). \( \mathcal{L} \) depends only on \( N \), not on \( \xi \). Thus we may apply Proposition 2.3, by a straightforward calculation, we find that the fiber derivative is given as follows:

\[
F \mathcal{L} = T(\xi_0, g, h) : \nabla N \rightarrow \mathcal{R},
\]

\[
(\nabla, h) \rightarrow -\int_M N \mathcal{L}_g (g, h) \mu_g - \int_M [\mathcal{L}_g (g, h)] - \mathcal{R}_g \mu_g.
\]

Thus with \( (\nabla, h) = (\xi_0, 0) \) we conclude from proposition 2.3 that

\[
\int_M \xi_0 \nabla \mu_g
\]

is a constant of the motion. Since \( \xi_0 \) is arbitrary, the result follows.

Note: In general, \( \mathcal{L} \) will not exist at points other than those in \( \mathcal{C} \).

The Hessian term is a nonlinear coupling between \( N \) and \( g \). However, we again assert that the solution for a given \( N \) may be obtained from a solution for \( N = 1 \) by integrating a system of ordinary differential equations. This is explained in Section 10.

There is another interesting way to see that one has
\[
(\partial/\partial t)(\mathcal{L}_g) = 0
\]
for any theory invariant under the full relativistic time translation group \( T \). This is an alternative approach to that used in Section 1. Although it is not detailed enough to allow for the construction of the equations of motion. It does, however, provide a group theoretical argument for the relationship between \( (\partial/\partial t)(\mathcal{L}_g) = 0 \) and time translation invariance (in the relativistic sense).

Proposition 8.1: Let \( \mathcal{L} \) be any Lagrangian density on \( \mathfrak{g} \) (or any function-space for that matter) with extension to \( \mathcal{L} \) on \( T(T^* \times \mathfrak{g}) \) as defined in Sec. 7. Suppose

\[
\mathcal{L} = \int N \mathcal{L}_g (g, h) \mu_g
\]

has a Lagrangian vector field \( \mathcal{L} \) on some subspace \( \mathcal{C} \subset (T^* \times \mathfrak{g}) \). Let \( \mathcal{C} \) be invariant under relativistic time translations (see below), and let integral curves of \( \mathcal{L} \) map \( \mathcal{C} \) to \( \mathcal{C} \). Then such integral curves, 
\[
(\partial/\partial t)(3\mathcal{L}_g) = 0.
\]

9. Relationship with the Four Geometry

In this section we establish the equivalence between the Einstein system \( (E) \), with a given lapse \( N \) and shift \( X_i \), for the evolving three geometry \( g_3 \) and the Ricci flatness of the Lorentz metric \( g_2 \) constructed on \( I \times M \) \( I = (-\epsilon, \epsilon) \); the metric \( g^2 \) is obtained by deforming that \( (g/N, X/N) \) be a unit timelike vector field on \( I \times M \) orthogonal to \( \{I\} \times M \) hypersurfaces. To satisfy this condition, we construct \( g^2 \) from \( g_3, X_i, \) and \( N_3 \) as follows:

\[
g^2(t, m) = (v_0, v_0, (s, w)) = g_3(m) \times (v_0, v_0, (s, w) = -v_0 N^2 (M)).
\]

In coordinates, this formula reads

\[
g_{\alpha\beta} dx^\alpha dx^\beta = (X^i X_i - N^2)(dt)^2 - 2X dx/dt + g_{\alpha\beta} dx dx.
\]

where $x^0 = (t, x^1)$ and $X_i = \partial_x X^i$. We are assuming that $X_i$ has length less than $N^i$ which means that our observer has velocity less than that of light, relative to a Gaussian reference system.

**Theorem 9.1:** Let $X_i$ and $N^i$ be given lapse and shift. Then a curve $g_i \in \Omega$ satisfies the system (E) with lapse and shift $N^i$ and $X_i$ if and only if the Lorentz metric $g_{\alpha\beta}$ constructed above is Ricci flat; i.e., $R_{\alpha\beta} = 0$.

Obviously this theorem is basic to the whole program and is in Ref. 1 for $N = 1$ and $X = 0$. Here we are interested in the situation for arbitrary $N$. One interesting feature is to see how the Hessian term of $N$ in the equations of evolution arises. We have seen in Secs. 3 and 8 how it arose in the Lagrangian formulation.

The proof of Theorem 9.1 is based on a decomposition of the Riemann–Christoffel curvature tensor in terms of quantities associated with an embedded hypersurface. Four of the equations are the Gauss–Codazzi equations which relate the curvature tensor of $I \times M$ to the curvature tensor and second fundamental form $S$ of the embedded hypersurface $M$.

The other two equations involve more than the geometry of $M$ and $\gamma$; they depend also on a family of embeddings. A convenient reference for this result is Yano's Chap. 2; see also, Abraham, Sec. 9. For the purposes of this paper we shall translate the formulas into coordinate notation. In doing this we choose a coordinate system in which the $t$-axis is normal to the hypersurface $M$; in other words, we assume that the unit timelike normal is of the form $Z = (Z^0, 0, 0)$ so that $\delta_{00} = 0$.

Thus $g_{\alpha\beta}$ is of the form $-N^2 dt^2 + g_{ij}dx^idxj$ and $Z = (1/N, 0, 0)$. The case of an arbitrary shift $X_i$ may be dealt with by methods discussed elsewhere.

**Lemma 9.1:** Let $M$ be a family of three manifolds embedded as spacelike hypersurfaces in a Lorentz manifold $V$. Let $R_{\alpha\beta\gamma\delta}$ be the curvature tensor on $V$ and $\Theta_{\alpha\beta\gamma\delta}$ that on $M$. Then $S_{ij}$ is the second fundamental form ("extrinsic curvature") of $M$ and $Z$ the unit normal to $M$. Then in a coordinate system in which $Z = (1/N, 0)$, we have the following decomposition of $R_{\alpha\beta\gamma\delta}$:

(i) $R_{00i0} = 2A_{ij} - \frac{1}{N} S_{ij}$,

(ii) $R_{0i0j} = 2A_{ij} - \frac{1}{N} S_{ij}$,

(iii) $R_{ij00} = S_{ij}$,

where all covariant derivatives are taken in the metric on $M$.

**Proof:** The decomposition (ii) is the Gauss equation (Yano, p. 94).

$4\{R(X, Y, U, W) =$ $2\{R(X, Y, U, W) + [S(X, W)S(Y, U) - S(Y, W)S(X, U)]$

written in coordinates. There is a change of sign over what is in Yano because $\alpha(Z, Z) = -1$ rather than +1. The decomposition (ii) holds generally for any hypersurface and is a direct consequence of the relation between the induced connection $\nabla^i$ and the second fundamental form $S$,

$$
4\nabla^i Y = 3\nabla^i Y + S(Y, U)Z
$$

(9.1)

and the definition of the Riemann–Christoffel curvature tensor. Similarly (iii) is the Codazzi equation (Yano, p. 95)

$$
R(X, Y, U, Z) = \nabla_i S(X, U) - \nabla_i S(Y, U).
$$

The decomposition (i) involves the geometry of $M$, $S$, and the family of embeddings (otherwise $\Theta_{ij00}$ has no meaning). The decomposition (i) may be deduced (by a long computation) from Abraham Sec. 9, but we can also give a direct proof as follows. Now we can write

$$
\delta_{ij00} dx^0dx^0 = -N^2 dt^2 + g_{ij}dx^idxj
$$

and compute directly from $\Gamma_{ij0} = \frac{1}{2}g^{kl} (S_{kij} + S_{kj0} - g_{kj0} I_{ij})$

that

$$
\Gamma_{00} = N^0 g_{ij} / N^i, \quad \Gamma_{00} = N^0 / N^i, \quad \Gamma_{ij0} = \frac{1}{2}g^{kl} (g_{ij} g_{kl} - g_{kl} g_{ij})
$$

$$
\Gamma_{00} = N g_{ij} / N^i, \quad \Gamma_{ij0} = \frac{1}{2} g_{ij} / N^i.
$$

Contracting (9.1) with $Z$ gives

$$
S(X, Y) = -(4\nabla^i Y Z, Y) = (4\nabla^i Z, Y).
$$

Thus in coordinates,

$$
S_{ij} = Z_{ij} = Z_{ij} - \frac{1}{N} Z_0 = \frac{1}{N} Z_{0j},
$$

since $Z_0 = (20, 0)$.

Now by definition

$$
R(Z, X, Z, Y) = (\nabla^i \nabla^j Z, Y) - (\nabla^i \nabla^j Z, Y) - (\nabla^j \nabla^i Z, Y),
$$

so that

$$
\frac{1}{N^2} R_{00ij} = R(Z, X, Z, Y),
$$

where $Z = (1/N, 0, Z_0)$, $X = (0, 0, \partial X)$, $Y = (0, 0, \partial Y)$. Now one easily computes the following:

$$
(\nabla X) Z^0 = S^i Z^0,
$$

$$
(\nabla X) Z^0 = -\frac{1}{N^2} N_i + \frac{1}{N^2} N_i = 0,
$$

$$
(\nabla X) W^0 = W^0 g/\gamma + S^j \gamma^j W^0 + g^{ij} N_i W^0.
$$

So we get

$$
\langle \nabla^i \nabla^j Z, Y \rangle = \delta_{ij} (\nabla X) Z^0
$$

$$
= \delta_{ij} \delta_{ij} / N + S^i \delta_{ij} / N^i
$$

$$
= \frac{1}{N^2} (S_{ij} - (S_{ij} Z_0)/N).
$$

(9.2)

Similarly,

$$
\langle \nabla^j X, Z \rangle = (N^0 / N) = N^0 / N - N^0 / N^2
$$

and finally, since $X, Z|_{\gamma} = 0$, $[X, Z]^0 = N^0 / N^2$, we get

$$
\langle \nabla^i X, Z \rangle = N^0 / N^2.
$$

(9.3)

Thus adding up (9.2), (9.3) and (9.4) yields (i). 

In terms of \( h_{ij} = (1/N)(\delta g_{ij}/\delta t) = 2\xi_{ij} \), we have

\[
\begin{align*}
4R_{0i0j} &= N^2 \left( \frac{1}{2N} \frac{\delta h_{ij}}{\delta t} - \frac{1}{4}(h \times k)_{ij} - \frac{N_i N_j}{N} \right), \\
4R_{i0j} &= 3g_{ij}k^i - \frac{1}{2}(\delta k_{ij}/\delta t) - h_{ij}, \\
4R_{i00j} &= \frac{1}{2}(h_{iij} - k_{ij}).
\end{align*}
\]

**Proof of Theorem 9.1:** We prove Theorem 9.1 for the case of \( X = 0 \). The general case is handled using the methods of Secs. 4 and 5. So suppose that \( g_{ab} dx^a dx^b = -N^2 dt^2 + g_{ac} dx^a dx^c \) is Ricci flat. Using Yano's conventions, the Ricci tensor is

\[
4R_{ab} = 4\gamma^c \gamma^d R_{acbd} = -4\gamma^c \gamma^d R_{acbd} + \gamma^c \gamma^d R_{acbd}.
\]

We have

\[
0 = R_{ij} = -4\gamma^c \gamma^d R_{acbd} = \frac{1}{N^2} R_{i00j} - 4\gamma^c \gamma^d R_{kij} = \frac{1}{2N^2} \frac{\delta k}{\delta t} - \frac{1}{2}(h \times k) + \frac{1}{N} (\text{Hess} N) + \{\text{Ric}(g)\}
\]

where we have used decomposition (ii) as well as (i). This gives the required equation for \( \delta h/\delta t \).

Similarly using decomposition (iii) we have \( 0 = 4R_{0i} = -4\gamma^c \gamma^d R_{0aci} = 0 - 3\gamma^c \gamma^d R_{k0i} = -\frac{1}{2}(h_i - k_i) \)

\[-\frac{1}{2}(h \times k) \text{ yields the divergence condition.}
\]

Finally using decomposition (i) again, we have

\[
0 = 4R_{00} = -4\gamma^c \gamma^d R_{0aci} - 3\gamma^c \gamma^d R_{k0i} = -3\gamma^c \gamma^d N^2 \left( \frac{1}{2N^2} \frac{\delta k}{\delta t} - \frac{1}{2}(h \times k) \right) + \{\text{Hess} N, k\}.
\]

If we now substitute the equation for \( \delta h/\delta t \) in this expression, it simplifies down to \( \frac{1}{2}N^2 \delta k}{\delta t} \) so we get the energy condition.

The converse of the theorem is proved by retracing the steps.

**10. THE INTRINSIC SHIFT VECTOR FIELD**

In this section we study the relationship between solutions of the Einstein system (E) with the same Cauchy data but with different prescribed lapse functions. We suppose that we have a solution \( (\xi, h) \), \( |t| < \epsilon \) of (E) for a given lapse \( N \) and shift vector field \( X \), and we wish to find the solution \( (\overline{\xi}, \overline{h}) \) to (E) with lapse \( \overline{N} = 1 \) and \( \overline{X} = 0 \) such that \( (\overline{g}_{00}, \overline{g}_{0i}) = (g_{00}, g_{0i}) \). The converse problem of finding \( (\xi, h) \) for an arbitrary lapse \( N \) given the solution \( (\overline{\xi}, \overline{h}) \) for \( \overline{N} = 1 \) proceeds similarly (see Theorem 10.3 below).

The above problem is well known to be equivalent to finding the Gaussian normal coordinates for the Lorentz metric \( g_{ab} dx^a dx^b = -N^2 dt^2 + g_{ac} dx^a dx^c \). What we wish to do is georetrify this situation a bit.

**Lemma 10.1:** Let \( N_0 \) be an arbitrary lapse function, let \( g_{0} \in \mathfrak{M} \), \( |t| < \epsilon \), be a one-parameter curve of metrics, and let \( g_{0}^k(t, m) = (t, \tau, s, \omega) = -N^2(m) r^s + g_{0}(m)(x_{\text{w}}) \) be the associated Lorentz metric on \( M \times I \), \( I = (-\epsilon, \epsilon) \). Then there exists a unique curve \( \gamma = \gamma(t) \) such that

\[
\frac{d\gamma}{dt} = N_0 \sqrt{1 + \|\text{grad} \gamma\|^2},
\]

where \( (\gamma(t) = \gamma^0 \partial t + \gamma^i \partial x_i) \) is computed with respect to the time-dependent metric \( g_t \). The function \( \tau : I \times M \to \mathbb{R}, \tau(t, m) = \gamma(t) \) is the proper time from \( (t, m) \) to \( (0, t) \times M \) measured backwards along a unit timelike geodesic normal to \( (0, t) \times M \).

**Proof:** Equation (10.1) is just the eikonal equation

\[
\frac{1}{N_0^2} \left( \frac{\partial \gamma^0}{\partial t} \right)^2 + \|\text{grad} \gamma\|^2 = -1 = g_{0ab} \frac{\partial \gamma^a}{\partial x^b},
\]

which is a single first order nonlinear partial differential equation. By the Cauchy method of characteristics, this single equation can be reduced to a system of eight ordinary differential equations in Hamiltonian form, namely the geodesics equations of \( g_{0ab} : \)

\[
\frac{dx^a}{dt} = \frac{\gamma^b}{\gamma^c} \frac{\partial \gamma^c}{\partial x^b},
\]

where the Hamiltonian \( H = \frac{1}{2}g_{0ab} \gamma^b \gamma^c \).

From the initial condition \( \tau(0, m) = 0 \) and Eq. (10.2) itself, we conclude that \( (\gamma(t)/\partial t)(0, m) = N_0(m) \). System (10.3) can be integrated for short time \( 0 < \epsilon \leq \epsilon \) subject to the initial conditions \( x^i(0, m) = (0, m) \) and \( p_i(0, m) = (N_0, 0) \) to give \( x^i(t, \tau, m) \), \( \rho(t, \tau, m) \). Since the hypersurface \( \{0, t) \times M \) is noncharacteristic, \( x^i(t, \tau, m) \) can be inverted for \( |t| < \epsilon \leq \epsilon \) to give a function \( x^i(t, \tau) \) which satisfies \( \tau(0, m) = 0 \), Eq. (10.2), and \( \partial t/\partial x^i = \partial \gamma^i/\partial \gamma^c \). That the geodesics are unit timelike geodesics follows from conservation of \( dt \)

\[
g_{0ab} \gamma^b \gamma^c = -1 \text{ since } dx^a/\partial t(0, m) = g_{0ab} \gamma^b \gamma^c(0, m) = g_{0ab} (N_0, 0) = -1, N_0(0, m), 0 \text{ are normal to } \{0 \times M \}.
\]

The factor \( \sqrt{1 + \|\text{grad} \gamma\|^2} \) in the expression for \( d\tau/dt \) takes into account the fact that, in general, the lapse depends on space coordinates and therefore “pushes” up the hypersurface \( \{0 \times M \} \) unevenly along \( \tau = \text{constant} \) hypersurfaces in \( I \times M \).

There is another way of looking at the lapse function which has been given by Wheeler: Namely it is trivial to check that

\[
\tau^i(m) = \int_{0}^{t} N_0(m) d\alpha
\]

is the proper time from \( \{0 \times M \} \) to \( \{t \times M \} \) measured along the curve \( \lambda \rightarrow (\lambda, m) \) for \( m \) fixed. This differs from \( \tau^i(m) \) in that \( \tau^i(m) \) is the proper time for an observer following a geodesic; that is, one in free fall. The curve \( \lambda \rightarrow (\lambda, m) \) is not a geodesic because of the spatial dependence of \( N \).

For the rest of this section, we will refer to \( \gamma \) as computed from Lemma 10.1 as the proper time function associated with \( N_0 \) and \( g_{0} \). Note that \( \gamma \) is just the time part \( \gamma(t, x) \) of the coordinate transformation \( x(t, x) \) which transforms \( g_{0ab} dx^a dx^b = -N^2 dt^2 + g_{0ac} dx^a dx^c \) to Gaussian coordinates, as can be seen from the eikonal equation for \( g_{0ab} \):

\[
-1 = -\frac{1}{N^2} \frac{\partial \gamma^0}{\partial t} + g_{0i} \frac{\partial \gamma^i}{\partial x^0}.
\]

The question naturally arises if we can construct the rest of the Gaussian coordinate system from \( \gamma \) alone. Let \( \phi_i(m) = x_i(m, x) \) denote the spatial part of the...
transformation to Gaussian coordinates, so that \((\gamma^m, \phi^m) = \mathbf{x}^2(x^0)\) is the coordinate transformation leading to Gaussian coordinates. Since \(\phi\) is a diffeomorphism, it is the flow of a time-dependent vector field on \(M\), so that it behaves just like a shift \(\eta_t\) generated by a shift vector field \(X_t\). We call \(\phi\) the intrinsic shift and its generator \(Y_t\) as the intrinsic shift vector field of \(N\). Theorem 10.1 below gives a way to compute \(\phi_t\) or \(Y_t\) from the proper time function \(\gamma_t\) alone.

In the transformation to Gaussian coordinates, the hypersurface \(\{t\} \times M\) is mapped into the hypersurface \(\gamma^{-1}(t)\), so \(\phi^m(m)\) is the spatial coordinate of \((t, m)\) in the Gaussian coordinate system. The intrinsic shift thus point of the spatial coordinates in \(\{t\} \times M\) hypersurface due to the fact that the lapse \(N\) depends on the space variable so that each point of \(\{t\} \times M\) does not have the same proper time coordinate \(\gamma^m(m)\). Thus the hypersurface \(\{t\} \times M\) is tilted when it is stretched to fit the \(\tau\)-constant surface. This tilting causes a shifting of the spatial coordinates in \(\{t\} \times M\) which is described by the intrinsic shift \(\phi_t^m\).

**Theorem 10.1.** Let \(N_t = g_t\) be given and let \(\gamma_t\) be determined from Lemma 10.1. Let \(Z_t\) be the time-dependent vector field defined by

\[
Z_t = -\frac{N_t}{\sqrt{1 + \|\text{grad}\gamma_t\|^2}} \text{grad}\gamma_t
\]

and let \(\psi_t\), \(\nu_t = \text{id}_M\) be its flow. Then the intrinsic shift \(\phi_t^m\) is given by \(\phi_t^m = \psi_t^{-1}\) and the intrinsic shift vector field is

\[
Y_t = -\langle\psi_t^{-1}\rangle Z_t = -\langle\phi_t\rangle Z_t
\]

Proof: Let \(\phi_t^m\) be the space part of the transformation to the Gaussian coordinate system. Then the condition on \(\phi_t^m\) comes from requiring that the \(g^{ti}\) components of \(g^{ij}\) remain zero in the Gaussian coordinate system. This condition is

\[
0 = -\frac{1}{N^2} \frac{\delta T}{\delta t} + g^{kl} \frac{\delta T}{\delta x^k} \frac{\delta x^l}{\delta x^i}
\]

This condition is rewritten as

\[
\frac{d\gamma_t}{dt} \frac{\delta \phi_t^m}{dt} = N^2 \frac{\delta \phi_t^m}{dt} \frac{\delta x^k}{\delta x^i} = \left(\frac{d\gamma_t}{dt}\right)^2 \frac{1}{1 + \|\text{grad}\gamma_t\|^2} T\phi_t \text{grad}\gamma_t
\]

so that

\[
\frac{d\phi_t^m}{dt} = \left(\frac{d\gamma_t}{dt}\right) \left(\frac{1}{1 + \|\text{grad}\gamma_t\|^2}\right) T\phi_t \text{grad}\gamma_t
\]

Thus \(\phi_t^m\) satisfies

\[
\frac{d\phi_t^m}{dt} \phi_t^{-1} = -T\phi_t^m \text{grad}\gamma_t
\]

so that \(-\langle\phi_t\rangle Z_t\) is the generator of \(\phi_t\). Let \(\psi_t^0, \nu_t = \text{id}_M\) be the flow of \(Z_t\). Then from Lemma 4.2, \(-\langle\phi_t\rangle Z_t\) has the flow \(\gamma_t^{-1}\) so that \(\phi_t = \psi_t^{-1}\). Thus

\[
(\gamma_t^{-1})^m = -\langle\phi_t\rangle Z_t = \langle\gamma_t^{-1}\rangle^m = Y_t
\]

is the intrinsic shift vector field associated with \(N\).

We now consider how solutions \((g_t, \gamma_t)\), \(|t| < \epsilon\) of the Einstein system (E) with an arbitrary lapse \(N_t\) are related to solutions \((\tilde{g}_t, \tilde{\gamma}_t)\), \(|t| < \epsilon' < \epsilon\) of (E) with the same Cauchy data and \(N = 1\). As before, this is equivalent to finding how the space part of \(g_t\) transforms when we transform to Gaussian coordinates. This is also equivalent to finding the metric \(\tilde{g}_t\) induced on the \(\tau\)-constant hypersurfaces in the space \(t \times M\) with Lorentz metric \(g_{00}\).

The fact that \(\tilde{g}_t\) is a solution of (E) is again peripheral as we are just computing how the space part of a Lorentz metric of the form \(g_{00}\) transforms when we transform to Gaussian coordinates.

**Theorem 10.2.** Let \(N_t = \tilde{g}_t\) be given, \(|t| < \epsilon\) and \(\gamma_t\) be determined from Lemma 10.1. Let \(\psi_t, \nu_t = \text{id}_M\) be the flow of \(Z_t = -N_t(1 + \|\text{grad}\gamma_t\|^2)^{-1/2}\). Gradient, \(\phi_t^m\) be the intrinsic shift; and let \(Y_t = -\langle\phi_t\rangle Z_t\) be the intrinsic shift vector field associated with \(N_t\).

Let \(g_t^{-1} = g_{ij}\) be \(g_{ij}\) in contravariant form and let

\[
g^{-1}(\gamma_t(m), \phi_t(m)) = T\phi_t \otimes T\phi_t \left(\frac{d\gamma_t^{-1} - \text{grad}\gamma_t}{\sqrt{1 + \|\text{grad}\gamma_t\|^2}} \otimes \frac{\text{grad}\gamma_t}{\sqrt{1 + \|\text{grad}\gamma_t\|^2}}\right) (m)
\]

Then \(\tilde{g}_t\) is the metric induced on \(\gamma_t = \text{constant}\) hypersurfaces by the Lorentz metric \(-N_t^2 \gamma_t + \tilde{g}_t\). As above, denoting the Gaussian coordinates by \((t, x^i), \phi(t, x)\), we have the coordinate expression

\[
g_{ij} = \frac{\partial \phi_i}{\partial x^k} \frac{\partial \phi_j}{\partial x^l} \times (\frac{1}{g^{kl} - \frac{\partial \phi_i}{\partial x^k} \frac{\partial \phi_j}{\partial x^l}} g_{ik} g_{jl} - \frac{\partial \phi_i}{\partial x^k} \frac{\partial \phi_j}{\partial x^l} T\phi_t \text{grad}\gamma_t) \langle t, x, \gamma_t^{-1}\rangle.
\]

Remark: Note that in order that \(\tilde{g}_t^{-1}\) remain positive definite,

\[
g_t(X, X) > \left(\frac{d\gamma_t^{-1}}{\sqrt{1 + \|\text{grad}\gamma_t\|^2}}\right)^2.
\]

This holds at \(t = 0\) and so will hold for some \(t\)-interval around 0.

Proof: Let \(-N_t^2 \gamma_t + \tilde{g}_t\) be the Lorentz metric associated with \(g_t\) and \(N_t\). Transforming this metric to Gaussian coordinates gives the transformation law for the \(\gamma\)-metric \(g_{ij}\) as

\[
g_{ij}(\gamma(t, x^i), \phi(t, x^i)) = \frac{\partial \phi_i}{\partial x^m} \frac{\partial \phi_j}{\partial x^n} (\gamma(t, x^i) g_{mn} - \frac{\partial \phi_i}{\partial x^m} \frac{\partial \phi_j}{\partial x^n} T\phi_t \text{grad}\gamma_t) - \frac{1}{N^2} \frac{\partial \phi_i}{\partial t} \frac{\partial \phi_j}{\partial t} (t, x^i).
\]

By using
\[ \frac{1}{N} \frac{\partial \tau}{\partial t} = \frac{N}{\delta \tau / \delta t} \frac{\partial \xi^i}{\partial \tau} \frac{\partial \tau}{\partial \xi^i} \]
from the proof of Theorem 10.1, we have
\[ \tilde{\xi}^i(t, x^i, t, x^i) = \delta \frac{\partial \tilde{\xi}_N}{\partial x^n} \delta \frac{\partial \tau}{\partial x^n} \]
which is written as
\[ \tilde{\xi}^i(t, \tau(m), \phi(m)) = T\Phi_i \otimes T\Phi_i \]
As a corollary we get an expression for the solution to the Einstein system (E) for \( N = 1 \), given a solution \( (\bar{g}_t, k_t) \) for arbitrary lapse \( N_t \).

**Corollary 10.1:** Let \( (\bar{g}_t, k_t) \) be a solution to the Einstein system (E) with \( N_t \) given, and \( X_t = 0 \). Let \( \tau, \tau_0 = 0 \) be determined from Lemma 10.1, let
\[ \bar{Z}_i = -\frac{N_t}{(1 + ||\text{grad}\tau||^2)^{1/2}} \text{grad}\tau \]
and let \( \phi \) be the intrinsic shift. Let \( \xi_{i} \) be \( g_i \) in contravariant indices; let
\[ Y_i = -\frac{\phi_i}{\delta \tau} \]
\[ \tilde{g}^i = \frac{\text{grad}\tau}{\sqrt{1 + ||\text{grad}\tau||^2}} \frac{\text{grad}\tau}{\sqrt{1 + ||\text{grad}\tau||^2}} \]
and let \( \tilde{k} = \frac{\partial \tilde{g}^i}{\partial \tau} \). Then \( (\tilde{g}_t, \tilde{k}_t) \) is a solution to (E) with \( N_t = 1 \) and
\[ (\bar{g}_0, \bar{k}_0) = (\tilde{g}_0, \tilde{k}_0) \]
**Proof:** From the theorem, \( g_i \) is the metric induced on \( \tau = \) constant hypersurfaces and so is the solution of (E) in Gaussian coordinates; that is, with \( N = 1 \).

Since \( \tau_0 = 0 \), \( \bar{g}_0 = \bar{g}_0 \). From the chain rule,

\[ \frac{\partial \bar{g}^{-1}}{\partial \tau} \bigg|_{t=0} = -\frac{\partial \bar{g}^{-1}}{\partial t} \bigg|_{t=0} \]

Since \( Y_0 = 0 \) and \( \phi_0 = i d_{M} \), one sees from the above expression for \( \tilde{g}^i \) that
\[ \frac{\partial \bar{g}^{-1}}{\partial t} \bigg|_{t=0} = -\frac{\partial \bar{g}^{-1}}{\partial t} \bigg|_{t=0} \]
Thus
\[ \frac{\partial \bar{g}^{-1}}{\partial t} \bigg|_{t=0} = -\frac{\partial \bar{g}^{-1}}{\partial t} \bigg|_{t=0} \]
or \( N t k_0 = N t k_0 \), so that \( \bar{k}_0 = k_0 \).

In case the lapse \( N_t = N(t) \) does not depend on the space coordinate, then \( N_t = \frac{d x_t / d t}{} \) and the relation of solutions \( (\bar{g}_t, k_t) \) to \( \bar{g}_t \)’s equations with \( N(t) \), \( X = 0 \), and \( N_t = 1 \), \( X = 0 \) is particularly simple. In fact, if we define \( \tau(t) = \int_0^t N(s) d s \), then the solutions to the Einstein equations with \( N = 1 \), \( X = 0 \) are just reparametrizations by \( \tau(t) \) of the solutions \( (\bar{g}_t, k_t) \) of the Einstein system with \( N_t = N(t) \), \( X = 0 \). We check this formally as follows:

**Proposition 10.1:** Let \( N_t = N(t) \) be a function of \( t \) alone and let \( (\bar{g}_t, k_t) \in \text{Sol} \times S_2(M) \) be a solution of the Einstein system with \( N_t = N(t) \), \( X = 0 \). Let \( \tau(t) = \int_0^t N(s) d s \) and let \( \tau^{-1}(t) \) be its inverse. Then
\[ \bar{g}_t = g_t \tau^{-1}(t) \]
and \( \bar{k}_t = k_t \tau^{-1}(t) \)
is the solution to (E) with \( N_t = 1 \) and
\[ (\bar{g}_0, \bar{k}_0) = (g_0, k_0) \]
**Remark:** \( \bar{g}_t \) is \( g_t \) and \( \bar{k}_t \) is \( k_t \).

**Proof:** That \( (\bar{g}_0, \bar{k}_0) = (g_0, k_0) \) follows from \( \tau^{-1}(0) = 0 \). Also,
\[ \frac{d \bar{g}_t}{d t} \bigg|_{t=0} = \frac{d g_t}{d t} \bigg|_{t=0} \frac{d \tau^{-1}(t)}{d t} \bigg|_{t=0} = N \frac{d \tau^{-1}(t)}{d t} \bigg|_{t=0} \]
and
\[ \frac{d \bar{k}_t}{d t} \bigg|_{t=0} = \frac{d k_t}{d t} \bigg|_{t=0} \frac{d \tau^{-1}(t)}{d t} \bigg|_{t=0} = S_{k_t} \bigg|_{t=0} \frac{d \tau^{-1}(t)}{d t} \bigg|_{t=0} \]
so that \( (\bar{g}_t, \bar{k}_t) \) is a solution to (E) with \( N = 1 \).

Now we briefly consider the converse program; namely, given the solution \( (\bar{g}_t, k_t) \) to (E) with lapse \( N_t = 1 \), and given an arbitrary lapse \( N_t \), find the solution \( (\tilde{g}_t, \tilde{k}_t) \) to (E) with lapse \( N_t \) and such that \( (\bar{g}_0, \bar{k}_0) = (\tilde{g}_0, \tilde{k}_0) \).

We claim that by a simple trick this program can be carried out by solving for the Gaussian coordinates of a suitably altered space–time.

**Theorem 10.3:** Let \( (g_t, k_t) \in \text{Sol} \times S_2(M) \) \( |l| < e \) be a solution of the Einstein system (E) with lapse \( N_t = 1 \), \( X_t = 0 \). Let \( \bar{N}_t \) be a given lapse function. Construct a Lorentz metric on \( f \times M \) by setting
\[ l_{a b} = -\frac{d t^2}{N_t^2} + \frac{\bar{g}_{i j}}{N_t^2} d x^i d x^j \]
and let \( \mathfrak{v}(x^a) \), \( \bar{f}(0, x^i) = 0 \), \( \mathfrak{v}(0, x^i) = x^i \) be the transformation of \( l_{a b} \) to Gaussian coordinates. In these new coordinates, the metric \( g_t d x^i d x^j = -d t^2 + g_t d x^i d x^j \) is transformed to \( \bar{g}_{i j} d x^i d x^j = -N^2 d t^2 + \bar{g}_{i j} d x^i d x^j \), so that \( \bar{g}_{i j} \bigg|_{1/N_t} \frac{d \bar{g}_{i j}}{d t} \bigg|_{1/N_t} \), \( |l| < e \leq e \), \( \bar{g}_{i j} = \bar{g}_{i j} \) solves (E) with lapse \( N_t \) and \( (\bar{g}_0, \bar{k}_0) = (g_0, k_0) \).

**Proof:** The conditions that the new coordinates \( \mathfrak{v}(x^a) \) transform \( l_{a b} \) to Gaussian coordinates are
\[ \left\{ \begin{array}{l} -1 = -N^2 \frac{d t^2}{d t} \bigg|_{e} + N^2 g_{i j} \frac{d t}{d x^i} \frac{d t}{d x^j} \\ 0 = -N^2 \frac{d t}{d x^i} \frac{d x^i}{d x^j} + N^2 \frac{d x^i}{d x^j} \frac{d x^j}{d x^i} \end{array} \right\} \]
(10.4)
For any \( \bar{g}_{i j} \) we can solve these partial differential equations for \( \mathfrak{v}(x^a) \) with initial conditions \( \mathfrak{v}(0, x^i) = (0, x^i) \) by Lemma 10.1 and Theorem 10.1.

The conditions that a coordinate transformation \( \mathfrak{v}(x^a) \) transform \( g_{a b} d x^a d x^b = -d t^2 + g_{a b} d x^a d x^b \) to \( \bar{g}_{a b} d x^a d x^b = -N^2 d t^2 + \bar{g}_{a b} d x^a d x^b \) are

\[
\begin{aligned}
&\left\{ \begin{array}{l}
- \frac{1}{N^2} = -\left( \frac{\partial \omega}{\partial \theta} \right)^2 + g^{ij} \frac{\partial \phi}{\partial x^i} \frac{\partial \phi}{\partial x^j} \\
0 = -1 \frac{\partial \phi}{\partial \theta} \frac{\partial \omega}{\partial \theta} + g^{ij} \frac{\partial \phi}{\partial x^i} \frac{\partial \phi}{\partial x^j}.
\end{array} \right.
\end{aligned}
\] (10.5)

But Eqs. (10.5) are equivalent to (10.4). \( \blacksquare \)

We remark that by our above work, we know that when transforming \( \tau_{ab} \) to Gaussian coordinates, the functions \( \tau^i(r, x^i) \) and \( \phi^i \) are \( \frac{\partial \tau^i}{\partial r, \partial x^i} \) and \( \frac{\partial \tau^i}{\partial \phi^i} \), respectively.

Equations (10.6) are just (10.4) rewritten.

Also, as in Theorem 10.2 the equations for \( \tilde{\tau}_i \) are written

\[ \tilde{\tau}^{-1}(\tau^i, \phi^i) = T \phi \int \phi^i \left( \frac{\partial \tau^i}{\partial \phi^i} \right), \]

which follows from the coordinate expression

\[ \tilde{\tau}^{ij}(\tilde{\tau}^i, \phi^i) = \frac{\partial \tilde{\tau}^{ij}}{\partial \tilde{\tau}^i} (\tilde{\tau}^i, \phi^i) \frac{\partial \tilde{\tau}^i}{\partial \tilde{\tau}^j} (\tilde{\tau}^i, \phi^i) = \frac{\partial \phi^i}{\partial \tilde{\tau}^i} (\tilde{\tau}^i, \phi^i) \frac{\partial \phi^j}{\partial \tilde{\tau}^j} (\tilde{\tau}^i, \phi^i) \]

and (10.4).

11. THE RELATIONSHIP OF THE MANIFOLD \( G \) TO SUPERSPACE AND SOME REMARKS ON SUPERPHASE SPACE

Let

\[ \Phi: \mathcal{D} \times \mathbb{M} \rightarrow \mathbb{M}, \quad (g, k) \mapsto ((g^{-1})^* g) \]

be the left action of \( \mathcal{D} \) on \( \mathbb{M} \). Then superspace \( S(M) \), or the space of all geometries of \( M \), is defined as the orbit space \( \mathbb{M} / \mathcal{D} \) of this action. This is explained briefly as follows: For fixed \( g \in \mathbb{M} \), let

\[ \mathcal{O}_g = \{ (g^{-1})^* g | \eta \in \mathcal{D} \} \subset \mathbb{M} \]

be the orbit of \( g \) through \( g \). Then \( \mathcal{O}_g \) is the set of all metrics isometric to \( g \). Since \( S(M) \) is the set of all orbits in \( \mathbb{M} \),

\[ S(M) = \mathbb{M} / \mathcal{D} = \{ \mathcal{O}_g | g \in \mathbb{M} \}, \]

\( S(M) \) is the space of all isometry classes of Riemannian metrics or geometries on \( M \).

The important of \( S(M) \) is that it is the natural configuration space for a dynamical theory of general relativity. The reason for this is that isometric Riemannian metrics are physically indistinguishable; thus a physical state determines only an isometry class of Riemannian metrics. In the language of the classical physicist, the metric representing the physical state is determined only up to a coordinate transformation.

Unfortunately \( S(M) \) is not a differentiable manifold. This is because the isometry group \( I_g = \{ \eta \in \mathcal{D} | (g^{-1})^* g = g \} \) of a metric \( g \in \mathbb{M} \) is different for different \( g \). As the isometry group \( I_g \) is the isotropy group of the action \( \Phi \) at \( g \), the resulting orbit space is not a manifold; in other words, the symmetric geometries do not have neighborhoods homeomorphic to neighborhoods of geometries which have no symmetries whatsoever. \( S(M) \) can, however, be stratified into differentiable manifolds, each strata \( \mathcal{O}_g(M) \) being all those geometries whose isometry groups \( I_g \) determine equivalent group actions on \( M \). This, however, is a rather long story; for details see Ref. 5.

Since \( S(M) \) is not a manifold, it is awkward to use \( S(M) \) as the configuration space for a dynamical system. This difficulty becomes apparent as soon as we try to construct the tangent bundle \( T(\mathbb{M} / \mathcal{D}) \), the velocity phase space. It is probably possible to give meaning to \( T(\mathbb{M} / \mathcal{D}) \) by taking limits of tangent spaces and using the notion of tangent cones. However, the singularities of \( S(M) \) would then be severely compounded.

A way to short circuit this approach is to define as the superphase space not \( T(\mathbb{M} / \mathcal{D}) \), but rather

\[ (\mathbb{M} / \mathcal{D})^* \mathbb{M} = \mathbb{M} \times S^*_\mathbb{M} / \mathcal{D} \]

the orbit space of the action

\[ \Phi: \mathbb{M} \times S^*_\mathbb{M} \rightarrow \mathbb{M}, \quad (g, k) \mapsto (g^{-1})^* g, (\eta^{-1})^* k. \]

Note that \( T(\mathbb{M} / \mathcal{D}) \) is not equivalent to \( (\mathbb{M} / \mathcal{D})^* \mathbb{M} \). \( T(\mathbb{M} / \mathcal{D}) \) is perhaps a more likely candidate for superphase space as the tensor fields \( (g, k) \in T(\mathbb{M}) \) are subjected only to the same active coordinate transformation; that is, the pair \( (g, k) \) must transform together. From Corollary 4.1 we see that this is appropriate from the dynamical point of view.

Unfortunately, \( T(\mathbb{M} / \mathcal{D}) = (\mathbb{M} / \mathcal{D}) \times S^*_\mathbb{M} / \mathcal{D} \) suffers from all of the pathologies that \( S(\mathbb{M}) \) does, as well as the added difficulties related to the structure of \( S(\mathbb{M}) / \mathcal{D} \). Note for example that \( \mathcal{D} \) leaves invariant the 0-tensor field in \( S^*_\mathbb{M} \), so that the isotropy subgroup of 0 need not even be finite-dimensional (as it is for \( \Phi, \Phi' \)). Thus the construction of equations of motion on \( T(\mathbb{M} / \mathcal{D}) \) directly does not seem feasible at this time. Nevertheless, the dynamics on \( T(\mathbb{M}) \), followed by a projection onto \( T(\mathbb{M} / \mathcal{D}) \) does recapture all the essential elements that a dynamical system on \( T(\mathbb{M} / \mathcal{D}) \) would have to possess. In fact, \( T(\mathbb{M} / \mathcal{D}) \) inherits a continuous flow from the flow on \( T(\mathbb{M}) \). Thus we have a \( C^0 \) or topological dynamical system.

To incorporate the shift vector field into the dynamics we have to incorporate the shift vector field into the dynamics we have in the course of this paper chosen \( T(\mathbb{M} / \mathcal{D}) \) as the velocity phase space. The degeneracy in our Lagrangian allows one to specify arbitrarily a curve \( \eta_\tau \eta_\theta = i d_M \), in the factor \( \mathcal{D} \) or equivalently a shift vector field \( X_\tau \). The solution \( (\tilde{g}_\tau, k_\tau) \) of \( \tilde{\tau} = 0 \) with shift vector field \( \tilde{X}_\tau \) is then related to a reference solution \( (g_\tau, k_\tau) \) of \( \tilde{\tau} = 0 \) with shift \( X_\tau = 0 \) by \( (\tilde{g}_\tau, k_\tau) = (g_\tau, k_\tau) \cdot (\eta_\tau^{-1})^* \eta_\tau k_\tau \). Thus \( (\tilde{g}_\tau, k_\tau) \) can be thought of as \( (g_\tau, k_\tau) \) sliding along the orbits \( \mathcal{O}_{(g_\tau, k_\tau)} = \{ (\eta_\tau^{-1})^* \tau, (\eta_\tau^{-1})^* k \} \in \mathbb{M} \subset \mathbb{M} \times S^*_\mathbb{M} \). The factor \( \mathcal{D} \) then keeps track of the amount of sliding relative to the reference curve \( (g_\tau, k_\tau) \).

Note that the curve \( (g_\tau, k_\tau) \) and \( (\tilde{g}_\tau, k_\tau) \) are projected onto the same curve in \( T(\mathbb{M} / \mathcal{D}) \) as we have divided out by \( \mathcal{D} \), so that solutions to \( (\tilde{\tau}) \) differ only by a shift vector field map to the same curve in \( T(\mathbb{M} / \mathcal{D}) \).

Thus if we could construct a dynamical system on \( T(\mathbb{M} / \mathcal{D}) \) directly, it would be independent of the shift.
We also remark that if we define \((\eta_1, \bar{g}_1) \in \mathcal{D} \times \mathfrak{M}\) to be equivalent \((\approx)\) to \((\eta_2, \bar{g}_2) \in \mathcal{D} \times \mathfrak{M}\) if 
\((\eta_1)_{\tau}(g_1) = (\eta_2)_{\tau}(g_2)\), then \(\mathcal{D} \cong \mathfrak{M}/\approx \cong \mathcal{D}/\approx\). Similarly, if on 
\(\mathcal{T} \otimes \mathfrak{M}\) we define \((\chi_1, g_1, k_1) \sim (\chi_2, g_2, k_2)\) if 
\((\eta_1)_{\tau}(g_1, k_1) = (\eta_2)_{\tau}(g_2, k_2)\), then \(\mathcal{T} \otimes \mathfrak{M}/\sim \cong \mathcal{T} \otimes \mathfrak{M}/\sim\). Thus we recapture the space of physically indistinguishable states \(\mathcal{T} \otimes \mathfrak{M}/\sim\) by defining a suitable equivalence relation on \(\mathcal{T} \otimes \mathfrak{M}/\sim \). Of course this equivalence relation is natural from the 
point of view of the dynamical development of the states.

We now wish to incorporate the lapse function into the picture. For nonrelativistic classical field 
theories, there is a canonical parameter of evolution, namely the time \(\tau\). For covariant relativistic 
field theories in general, and for general relativity in particular, the proper time \(\tau\) plays the role of a 
canonical parameter of evolution. In order to maintain covariance, however, one must allow for an 
arbitrary reparametrization of this evolution parameter. This reparametrization may also depend on 
the space points of the field. It is because of this possible space dependence of the change of 
parameter that Wheeler refers to time as a many fingered entity; this is associated with the Dirac-
Tomonaga–Schwinger many time formalism for quantum field theory.

Another well-known implication of covariance is that a covariant field theory when expressed in a dynamical 
formulation must be degenerate. This situation comes about because the resulting dynamics 
must be able to be summed up as a tensor field on a four dimensional manifold \(\mathfrak{M}\). Each slicing of \(\mathfrak{M}\), 
therefore, gives rise to a different dynamical system all of which are equivalent in the sense that they lead 
onto the same formalism that Wheeler uses. On the other hand, we are forced to accept a degenerate 
Lagrangian system. This degeneracy is present and is perfectly natural when one considers any covariant field theory from a 
dynamical point of view.

Some work which remains to be done is to explore whether or not the procedure presented here helps 
to clarify any of the difficult quantization problems. However, preliminary indications are that quantiza-
tion problems run much deeper. For example, in the usual quantum theory of fields one deals with equations 
of the form \(\square \phi F(t, \phi) = 0\), for definiteness say \(\square \phi + \lambda \phi^2 = m^2 \phi\). As a classical partial differential 
equation, this equation is semilinear, as the highest order derivatives occur linearly, the nonlinearity 
occurring only in the \(\phi^4\) term. As is well known, a rigorous and complete quantization of such equations 
is very difficult and, in fact, has not yet been achieved for four-dimensional space–times. In 
relativity, the basic structure of the evolution equations is quite different. Let us, for example, neglect the 
fact that the equations for a space–time are a system of partial differential equations. Then, roughly 
speaking, the “scalar analog” of the evolution equations is the quasilinear equation \(\phi \square \phi + \square \phi \phi = 0\). 
The \(\phi \square \phi\) term is involved in the coefficients of the operator \(\phi \square \phi\). Also, the equation 
remains nonlinear derivative coupling terms. Very little is known about the quantization of such an equa-
tion. Moreover, the equations for relativistic systems are much more involved, as they involve a system of quasilinear 
equations, the components of which are very badly mixed in the highest order (unless one chooses the 
harmonic coordinate condition) and first-order derivative terms. Thus, a complete quantum theory of 
general relativity seems quite far away.\(^3,4\)

In a forthcoming paper,\(^\text{1,2,3}\), we shall be focussing our attention on problems of existence and uniqueness of

\(^{23}\) DeWitt

\(^{23}\) DeWitt

\(^{23}\) DeWitt

\(^{23}\) DeWitt

\(^{23}\) DeWitt
solutions using the theory of quasilinear first-order symmetric hyperbolic systems, rather than the usual methods using the considerably more complicated theory of second-order strictly hyperbolic systems. Our existence proof will follow simply and directly from such a first-order treatment. Moreover, we will be able to give a more intrinsic treatment by making use of a global version of the symmetric hyperbolic theory.
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The normalizable states that minimize the uncertainty product of the oscillator phase operators are determined and some of their physical properties are discussed. A physical classification of these states has been made and the class of "analogous" states to the well-known coherent states is physically defined.

1. INTRODUCTION

Quantum mechanically it is convenient to define the phase $\phi$ of the harmonic oscillator indirectly by defining the "cosine" and "sine" operators $C$ and $S$, which correspond to $\cos \phi$ and $\sin \phi$ in the classical limit. The operators $C$ and $S$ found do not commute, i.e., the $\cos \phi$ and $\sin \phi$ cannot be measured simultaneously. It is therefore interesting to find the normalizable states, which minimize the uncertainty product $(\Delta C)^2 - (\Delta S)^2$ of $C$ and $S$.

It was proved in Ref. 1 and was noted in further research on the quantum mechanical oscillator phase problem that there exist no normalizable states that minimize the uncertainty product $(\Delta C)^2 - (\Delta S)^2$. This result is correct in the sense that for these states the inequality $(\Delta C)^2(\Delta S)^2 \leq \frac{1}{4}(1 - p)^2/2^2$ becomes an equality and, moreover, $(1 - p)^2$ becomes a greatest lower bound.

We have shown in a previous work, using methods of the spectral theory of bounded operators, that normalizable states minimizing the uncertainty product $(\Delta C)^2 -(\Delta S)^2$ do exist in the sense that the above inequality becomes an equality.

In the present work we determine these states and find some of their physical properties. Moreover, we classify the normalizable minimal uncertainty states and characterize, both mathematically and physically, the states that have properties analogous to those of the well-known coherent states.

In Sec. 2 we present some general properties of the normalizable minimal uncertainty states and the "minimal uncertainty sequences" of states for arbitrary noncompatible observables $A$ and $B$. We note that the knowledge of the point spectrum and the continuous spectrum of the non-self-adjoint operator $A + iB$ is sufficient for the determination of the expectation values of $A$ and $B$ in the corresponding states. The determination is exact in the case of the point spectrum and approximate in the case of the continuous spectrum. In addition we characterize mathematically the states that have properties analogous to those of the coherent states.