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1. Introduction

The goal of these lectures is to present some applications of global analysis to physical problems, specifically to hydrodynamics and general relativity.

Parts I and II form a unit. Only a small amount of material from Part I is needed in Part III—an acquaintance with the rudiments of the diffeomorphism groups. The sort of global analysis used in hydrodynamics is developed in Part I. The machinery needed in relativity—finite dimensional Hamiltonian systems—is developed as it is used. This organization should make it possible for one to read Part III separately if desired.

Because of inevitable time restrictions, it was necessary to make some selection with regard to the topics and their depth of discussion. There was an effort made to include topics and points of view that would be of interest to geometers and general analysts. Nevertheless, we hope the overall perspective presented gives a reasonably correct picture of some questions of interest to specialists in theoretical hydrodynamics and general relativity.

As far as prerequisites go, we assume the following: A knowledge of the general facts about manifolds, differential forms and Riemannian geometry. For example Lang [1] and Bishop–Crittenden [1] contain more than enough background. No special knowledge of fluid mechanics is needed. In this regard we have included a certain amount of introductory material in §2 below. One can supplement this by consulting standard texts; see for instance Feynman [1] and Landau–Lifschitz [1]. For general relativity we assume, in addition to the geometry above, some familiarity with the basic ideas of relativity; see for instance Taylor–Wheeler [1]. (This is mainly to motivate several points in the discussion.)

Much of the material on hydrodynamics is taken from Ebin–Marsden [1]. However, our exposition here is more informal and gets at several points from a different direction. The exposition regarding turbulence is largely influenced by Ruelle–Takens [1]. The material on relativity is mostly taken from Fischer–Marsden [1].

We wish to thank the many people at the congress who offered encouragement and suggestions, some of which are incorporated into these notes. In this regard, special thanks are due to E. Calabi, H. Cohen, J. Eells, D. Graff, F. Quinn, D. Norman, and R. Vanstone. We especially thank Murray Cantor and Dave Lerner for their enthusiasm and excellent notes of the lectures. The notes proved to be most useful during the preparation of the final draft. We should especially like to thank David Ruelle for many useful remarks and references on turbulence and stability, T. Lam for several related comments and S. T. Chin for assistance in proof reading. Some helpful points have also been made by A. Chorin, G. Duff, H. Hartman, T. Kato, R. Sachs, C. Simon, S. Smale, and A. Taub. Finally the organizers of the congress, especially Ray Vanstone, deserve much of the credit for the success of the seminar.

2. Basic ideas in hydrodynamics

Throughout, let \( M \) be a fixed compact, oriented, Riemannian, \( n \)-manifold, possibly with a \( C^0 \) boundary. Intuitively, \( M \) is the space in which the fluid moves. For example, \( M \) might be the unit ball in \( \mathbb{R}^n \). As an aside, for the general theory there seems to be no particular advantage to assuming \( M \) is open in \( \mathbb{R}^n \). This is because the spaces of mappings of \( M \) to \( M \) that we will shortly discuss are still very nonlinear.

2.1 Some notation

A diffeomorphism on \( M \) is a \( C^\infty \) bijective map \( \eta: M \to M \) such that \( \eta^{-1} \) is also \( C^\infty \).

We let \( \mathcal{D} = (\text{orientation preserving diffeomorphisms on } M) \).

If the Riemannian structure is given locally by \( g_{ij}, M \to \mathbb{R} \), then the volume element \( \mu \) on \( M \) is the \( n \)-form which, in a (positively oriented) coordinate chart, is given by

\[
\mu = \sqrt{\det(g_{ij})} \, dx^1 \wedge \cdots \wedge dx^n
\]

or, intrinsically,

\[
\mu(v_1, \ldots, v_n) = \sqrt{\det(g_{ij})} \quad \text{for } v_1, \ldots, v_n \text{ oriented tangent vectors.}
\]

We say a diffeomorphism \( \eta \) is volume preserving if \( \eta^*\mu = \mu \). Here \( \eta^*\mu \) is the pull back of \( \mu \) under \( \eta \) or, if you prefer, it is \( \mu \) transformed by \( \eta \). (See Lang [11].) The condition \( \eta^*\mu = \mu \) means that the Jacobian of \( \eta \) is one.

By the change of variables formula, it follows that a diffeomorphism \( \eta \) is volume preserving if and only if for every measurable set \( A \subset M \),

\[
\mu(A) = \mu(\eta(A)).
\]

Here we also use \( \mu \) to stand for the measure defined by \( \mu \) (cf. Abraham [2], §12).

Set \( \mathcal{D}_\mu = \{ \eta \in \mathcal{D} \mid \eta \text{ is volume preserving} \} \).

For technical reasons it will be convenient to enlarge \( \mathcal{D}, \mathcal{D}_\mu \) to slightly larger spaces. Namely let \( \mathcal{D}' \) (resp. \( \mathcal{D}'_\mu \)) be the completion of \( \mathcal{D}, \mathcal{D}_\mu \) under the Sobolev \( H^1 \) topology; this will be discussed in detail later. The
point is that $\mathcal{CP}^n$ is modeled on a Hilbert space while $\mathcal{P}_\mu$ is merely locally Fréchet. We also remark that for technical questions involving partial differential equations, one must use Sobolev spaces rather than $C^k$ spaces in order for the analysis to work.

2.2 Perfect fluids and Geodesics on $\mathcal{P}_\mu$

At least in the beginning, we will be discussing perfect fluids; i.e., nonviscous, homogeneous and incompressible. We also ignore external forces for simplicity.

Consider, then, our manifold $M$ whose points are supposed to represent the fluid particles at $t = 0$. Let us look at the fluid moving in $M$ (Figure 2.1). As $t$ increases, call $\eta_i(m)$ the curve followed by the fluid particle which is initially at $m \in M$. For fixed $t$, each $\eta_i$ will be a diffeomorphism of $M$. In fact, since the fluid is incompressible, we have $\eta_i \in \mathcal{P}_\mu$. The function $t \mapsto \eta_i$ is thus a curve in $\mathcal{P}_\mu$ (they are easily seen to be orientation preserving since they are connected to $\eta_0$, the identity function on $M$). Note that if $M$ has a closed boundary the flow will be parallel to $\partial M$.

We will make $\mathcal{P}_\mu$ into an infinite dimensional (Hilbert) "Riemannian" manifold. The metric on $\mathcal{P}_\mu$ will correspond to the total kinetic energy of the fluid

\[
\text{Energy} = \frac{1}{2} \int_M \|v\|^2 \, dt
\]

where $v$ is the velocity field of the fluid:

\[
v_i(\eta_i(m)) = \left. \frac{d}{ds} \eta_i(m) \right|_{s=t}
\]

(see Figure 2.1). Note that $v_i$ is a time dependent vector field on $M$.

With this metric, the curve $t \mapsto \eta_i$ will turn out to be a geodesic on $\mathcal{P}_\mu$.
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Also this metric is right invariant; $\mathcal{P}_\mu$ being a group under composition. In general the equations of motion for a geodesic are given by

\[
\frac{d^2x^i}{dt^2} + \Gamma^i_{jk} \frac{dx^j}{dt} \frac{dx^k}{dt} = 0
\]

where the $\Gamma^i_{jk}$ are the Christoffel symbols. However, below we will use the equivalent notion of a spray (see Lang [1] for a review of this concept). This is the more natural way of dealing with geodesics in the infinite dimensional case. The spray of a metric is just a coordinate independent way of handling the Christoffel symbols.

2.3 The Euler equations

The motions of a perfect fluid are given by the Euler equations which are as follows

\[
\begin{align*}
\frac{\partial v_i}{\partial t} + \nabla_i v_i &= -\text{grad} \, p_i \\
\text{div} \, v_i &= 0
\end{align*}
\]

(Euler equations)

In this, $\nabla_i v_i$ is the covariant derivation and its $i$th component is given in a coordinate chart by

\[
(\nabla_i v_j)^i = \sum_j v_j \frac{\partial v_i}{\partial x^j} + \sum_k \Gamma^i_{jk} v_i^j v_i^k
\]

and $p_i = p(t)$ is some (unknown) real valued function on $M$ called the pressure.

In the case of Euclidean space, each $\Gamma^i_{jk} = 0$ and then we get, using vector analysis notation

\[
\nabla_i v = (v \cdot \nabla) v
\]

Note. We shall always use a subcripted variable to denote that the variable is held fixed, as in $v_i$. It will never denote differentiation.

The physical derivation of these equations is quite simple in $\mathbb{R}^n$. We use Newton's Law $F = ma$. We can ignore the mass because of homogeneity (i.e., constant mass density) and we are assuming there are no external forces, so the only forces result from the internal pressure. We wish to deal with conservative force fields and therefore one assumes these internal forces arise as the gradient of a real valued function, the pressure. So we have

\[
\text{acceleration} = -\text{grad} \, p_i
\]

(The negative sign is a convention of Physics.)
To compute the acceleration, consider Figure 2.2.

\[ v(t, x(t)) \]
\[ x(t) \]
\[ v(t + \Delta t, x(t + \Delta t)) \]

**Figure 2.2**

Clearly the acceleration is given by

\[ a = \lim_{\Delta t \to 0} \frac{v(t + \Delta t, x(t + \Delta t)) - v(t, x(t))}{\Delta t} \]

\[ = \frac{\partial v}{\partial t} + \sum \frac{\partial v}{\partial x^i} \frac{\partial x^i}{\partial t} = \frac{\partial v}{\partial t} + \sum \frac{\partial v}{\partial x^i} x^i. \]

Here we have just used the chain rule. This gives us the correct equation for \( \partial v/\partial t \). Now \( \text{div } v = 0 \) is the same as assuming \( \eta_i \) is volume preserving, and \( v \parallel \partial M \) just corresponds to particles not moving across \( \partial M \).

In subsequent lectures we will prove that \( \eta_i \) is a geodesic on \( \mathcal{D}_p \) iff \( v \) satisfies the Euler equations. Thus the two problems (finding geodesics on \( \mathcal{D}_p \) and solving the Euler equations) are equivalent.

There are two standard coordinate systems used in classical fluid mechanics. In the first, one describes the fluid as "seen" from one of the particles of the fluid. The observer follows the fluid. This is Lagrangian coordinates. The other system describes the fluid from the viewpoint of a fixed observer. This is termed Eulerian coordinates. Working on \( \mathcal{D}_p \) corresponds to using Lagrangian coordinates. When one is just working with the equations in \( v \), then one is working in Eulerian coordinates. Note the Euler equations are written out in Eulerian coordinates. For further information on this, and the derivation of the equations, see Serrin [1].

**2.4 Stability and geodesics**

The idea of studying geodesics in \( \mathcal{D}_p \) in order to do hydrodynamics is due to V. Arnold (see Arnold [1]), although the basic idea seems to go back to P. Ehrenfest’s thesis in 1904. (This interesting historical fact was pointed out by D. Ruelle.)

One of the problems Arnold studied was the stability of solutions under small changes of initial data (this perhaps has applications to weather prediction). See Arnold [1] or Chernoff-Marsden [1]. The basic idea is group theoretical. This can alternatively be studied by using the equation of geodesic deviation, which involves the sectional curvature. (Actually this has certain other technical advantages over the Lie group approach.) If geodesics are diverging, (sectional curvature < 0) small changes in initial data will evolve to large changes after a certain time (Figure 2.3).

If the sectional curvature is > 0, nearby geodesics will remain nearby and we have stability. V. Arnold [1] computes the curvature of \( \mathcal{D}_p \) in case \( M \) is a flat 2-torus. The general case seems harder to get hold of explicitly. Later on in Part II we shall study some questions of stability in greater depth.

**2.5 Evolution equations in hydrodynamics**

On our manifold \( M \) as above, let \( \mathcal{E} \) be the linear space of \( C^\infty \) divergence free vector fields on \( M \) and which are parallel to \( \partial M \). If \( X \) is any \( C^\infty \) vector field on \( M \) (not necessarily parallel to \( \partial M \)) then as we shall explain later, \( X \) has a unique decomposition \( X = \gamma + \text{grad } \rho \) where \( \gamma \) is divergence free and parallel to \( M \). Define a linear map \( P \) from \( \mathcal{E}(M) \) to \( \mathcal{E} \) by setting \( P(X) = \gamma. \) \( P \) is called the projection onto the divergence free \( \partial \mathcal{E} \). Define \( T : \mathcal{E} \to \mathcal{E} \) by \( T(\psi) = -P(\nabla \psi) \). Note that

\[ -P(\nabla \psi) = -(\nabla \psi - \text{grad } \rho) = -\nabla \psi + \text{grad } \rho \]

and therefore we can rewrite the Euler equation (modulo a trivial sign convention on \( \rho \)) as a differential equation on the linear space \( \mathcal{E} \):

\[
\begin{align*}
\frac{\partial v}{\partial t} &= T(v) \\
v_i \text{ is given.}
\end{align*}
\]
This looks like an initial value problem from the theory of ordinary differential equations. There are various approaches that might work to prove existence of solutions and to study their properties:

1. If $T$ is locally Lipschitz and $\mathbb{E}$ is Banach then one can apply the Picard method (see Lang [1]). This generally fails for partial differential equations. If $\mathbb{E}$ consists of $C^\infty$ vector fields then $\mathbb{E}$ is not Banach and it is well known that this method fails for such Frechet spaces (for instance let $\mathbb{E} = C^\infty$ maps of $[0,1]$ to $\mathbb{R}$ which vanish to all orders at 0, 1 and let $T = \partial/\partial x$; the solution of $\partial y/\partial t = Ty$ (for $y = f(x + t)x$) which generally leaves $\mathbb{E}$ for $t \neq 0$). On the other hand if $\mathbb{E}$ consists of $C^t$ (or $\mathcal{P}$) vector fields, then $T$ does not map $\mathbb{E}$ into $\mathbb{E}$ since it involves derivations. In other words, one cannot use the techniques of ordinary differential equations for partial differential equations like the Euler equations.

2. If $T$ is linear and densely defined, we could apply classical results of Hille and Yosida (see Yosida [1] ch. IX for instance). Of course in our case $T$ is not linear.

3. If $T$ were quasi-linear (i.e., linear in the top derivatives), there would be applicable theorems (see for instance Courant-Hilbert [1], Fischer-Marsden [2] and Chernoff-Marsden [1], chapter VII). If it were not for the projection $P$, we could use this theory. Hence, this is appropriate for the compressible case. The difficulty with $P$ is that it is a nonlocal operator. That is, knowing $X$ in a neighborhood of a point does not tell us $P(X)$ near that point.

4. A generalization of 2 to certain types of nonlinear situations has been developed by, amongst many others, Browder, Komura, and Kato (cf. Browder [1]). Unfortunately this does not apply to the Euler equations (for those who know the terms, the semigroup defined by the Euler equations is not globally quasi-contractive).

5. The oldest nonlinear existence theory, the Cauchy-Kowalewski theorem (cf. Courant-Hilbert [1]) is not appropriate; not merely because of the nonlocal nature of $P$, but because it fails to deal with Hadamard's basic criterion of being well posed—the solutions should vary continuously with the initial data.

Because of a surprising fact, we can use the Picard method on $\mathbb{D}_P$. The fact is that the spray on $\mathbb{D}_P$ is $C^\infty$ and everywhere defined. Hence one can use the Picard method to get existence and uniqueness of geodesics on $\mathbb{D}_P$ for a short time, and as mentioned above this is equivalent to finding solutions to the Euler equations.

This should be surprising in view of our remarks (1)–(5) concerning the Euler equations. Indeed, the Picard method generally will fail when applied to the operator $T$: Thus there is a real technical difference between working on the linear space $\mathbb{E}$ and on the nonlinear space $\mathbb{D}_P$. This seemingly strange phenomenon was discovered by D. Ebin and J. Marsden [1]. However, it seems to have been known by some previous authors for special cases (although this is, to a large extent, buried in their proofs).

In the case of the Euler equations with no pressure term, this phenomenon appears to have been common knowledge; it was first pointed out to us by T. Kato.

We would now like to try to give the essence of this idea. The key thing is that in Lagrangian coordinates, the equations change their character completely. Let us ignore the pressure term and consider

$$\frac{\partial v}{\partial t} + (v \cdot \nabla) v = 0$$

on $\mathbb{R}^3$. We let $\eta_1$ be the flow of $v$ and look at the new variables $\eta_1, X = v_t + \eta_1$ instead of $v$ itself. Now

$$\frac{\partial X}{\partial t} = \frac{\partial v}{\partial t} + \eta_1 + \sum \frac{\partial v}{\partial x^i} \frac{\partial \eta}{\partial t} = \frac{\partial v}{\partial t} + \eta_1 + \sum \frac{\partial (v_t + \eta_1)}{\partial x^i} \eta_i = 0$$

since $v$ satisfies $(\partial v/\partial t) + (v \cdot \nabla) v = 0$. Thus the velocity is constant in Lagrangian coordinates. Hence $\eta_1(x) = x + \eta_0(x)$ (since $v_0 = X$) and so $v_t = X + \eta_1^2$, an explicit solution (assuming $\eta_1^2$ exists).

The point of this is that in Lagrangian coordinates the derivative part $(v \cdot \nabla) v$ cancelled out. A similar thing happens on manifolds. Now a crucial point is that this property is not destroyed when a pressure term is added. This aspect is explained on p. 190. This cancellation of the term $(v \cdot \nabla) v$ is the basic fact which accounts for the smoothness of the spray in Lagrangian coordinates and consequently why the Picard method works on $\mathbb{D}_P$ and not in $\mathbb{E}$.

It still seems necessary to introduce $\mathbb{D}_P$ because $\eta_1$ will satisfy $(\partial \eta_1/\partial t) = X_t$ and the appropriate function space for $\eta$ is $\mathbb{D}_P$. That is, it does not seem possible to completely carry out the above basic program without introducing nonlinear manifolds of mappings. The fact that these nonlinear function spaces had not been developed until the 1960's perhaps explains why this program has not been carried out earlier.

2.6 The global existence problem

This is an outstanding problem in global analysis and fluid mechanics. It has been open since the early 1930's when J. Leray considered such questions seriously.
problem to an initial value problem with \( g \) prescribed at \( t = 0 \) as a Riemannian metric on a given fixed three manifold \( M \). One regards the 3 metric as then evolving in the space \( \mathcal{M} \) of all metrics on \( M \); \( \mathcal{M} \) is an open cone in the linear space of all symmetric two tensors. The motion turns out to be Hamiltonian, specifically geodesic motion in the presence of a potential. These ideas go back to Arnol’d, Deser and Misner [I] and to De Witt [I].

To reconstruct the full coordinate transformations of spacetime, one introduces the “time” and “shift” functions of Wheeler [1]. One of our aims will be to describe these objects and to their effect on the above dynamical picture.

It turns out that the diffeomorphism group \( \mathcal{D} \) of our 3 manifold \( M \) plays an important role. One can think of \( \mathcal{D} \) as the totality of ("active") coordinate transformations of space. Furthermore, we know from the general theory of Hamiltonian systems, that associated with any invariance group, there are conserved quantities. It turns out that \( \mathcal{D} \) is an invariance group, and we shall work out these conservation laws; for those who know the jargon, it is the conservation of \( \delta \pi = 0 \).

The existence theory in general relativity is of quite a different nature than that in hydrodynamics. In this case the quasi-linear theory applies. We shall briefly sketch this out later. Moreover, the constraints are of a rather different type, although they are somewhat analogous to the pressure in fluid mechanics.

General relativity has a very particular feature not shared by other classical field theories like electromagnetism (Maxwells equations). This feature is that the energy is pointwise constant in time—as opposed to the conservation of the total, or integrated, energy which one normally expects. Misner [1] has argued this on physical grounds. We shall present a general theorem which establishes the necessity of this condition in any “relativistic” theory ("external" fields are not allowed). This pointwise conservation of energy \( \mathcal{H} \), expressed in terms of the reconstructed four geometry follows directly from the equations \( \text{Ric} = 0 \). Similarly for \( \delta \pi = 0 \). The necessity of these extra equations comes about because \( \text{Ric} = 0 \) represents 10 equations; there are 6 evolution equations and 4 constraint equations: \( \mathcal{H} = 0, \delta \pi = 0 \).

The approach here follows that of Fischer–Marsden [I].

I. SOME TOOLS FROM GLOBAL ANALYSIS

In this part we shall develop appropriate tools that will be needed later. For the most part we shall just sketch out the ideas of proofs, although complete proofs are given in some cases.
In section one we study Hodge theory. This is motivated by the need for the projection operator $P$ introduced above. In fact the Hodge theory can be regarded as a generalization of the classical result that every vector field $Y$ on $\mathbb{R}^3$ can be uniquely decomposed as follows:

$$Y = \nabla \times W + \nabla p$$

into a divergence free and gradient part.

In section two we study manifolds of maps. This generalizes the classical functions spaces, such as $L^p(\mathbb{R}^n)$ or $C^k(\mathbb{R}^n)$, to maps between manifolds. In general these spaces of maps are not linear spaces, but if the domain is a compact manifold, the sets of maps may be made into infinite dimension manifolds modeled on Hilbert or Banach spaces.

As we pointed out in § 2 above, for hydrodynamics, using these nonlinear spaces seems to have a real technical advantage, as well as an aesthetic one. This is true even when the underlying manifold is flat, say an open region in $\mathbb{R}^3$.

Other applications of manifold of maps include:

(a) The Smale-Palais treatment of Calculus of Variations and infinite dimensional Morse theory as explained in Professor Klingenberg's lectures;

(b) Moser's proof of structural stability of Anosov diffeomorphisms (see Mather [1] and Robbin [3]);

(c) New proofs that a $C^k$ vector field has a $C^k$ flow, Robbin [1]; and

proofs of the Frobenius theorem, Penot [4].

In section three we shall introduce the Hopf bifurcation and centre manifold theory. Basically a bifurcation indicates that some sudden qualitative change takes place, usually at some critical value of a parameter. Ruelle and Takens [1] have shown how the center manifold theory can be used in a very elegant manner to study bifurcation problems. These ideas bear on the ideas of stability and turbulence in hydrodynamics and we shall be going into that in some detail in § 3 of Part II.

1. Hodge theory

1.1 Sobolev spaces

Let $\Omega \subseteq \mathbb{R}^n$ be an open bounded set with $C^\infty$ boundary. Let $\bar{\Omega}$ be the closure of $\Omega$. Define $C^0(\bar{\Omega}, \mathbb{R}^n)$ to be the set of functions from $\Omega$ into $\mathbb{R}^n$ that can be extended to a $C^0$ function on some open set in $\mathbb{R}^n$ containing $\bar{\Omega}$. Let $C_0^\infty(\Omega, \mathbb{R}^n) = \{ f \in C^\infty(\bar{\Omega}, \mathbb{R}^n) \}$ the support of $f$ is contained in a compact subset of $\Omega$.

To describe the Sobolev spaces in an elementary fashion, we temporarily introduce some more notation. An $n$ multi-index is an ordered set of $n$ non-negative integers. If $k = (k_1, \ldots, k_n)$ is an $n$ multi-index, then put $|k| = k_1 + k_2 + \ldots + k_n$. If $u \in C^m(\Omega, \mathbb{R}^n)$, define $D^k u$ by the formula

$$D^k u = \partial^{\alpha_1} u / \partial x_1^{\alpha_1} \ldots \partial x_n^{\alpha_n}$$

and $D^k u = u$. For $u \in C^m(\Omega, \mathbb{R}^n)$ (or $C_0^\infty(\Omega, \mathbb{R}^n)$), define

$$\|u\|_s^n = \sum_{|\alpha| \leq s} \|D^\alpha u(x)\|^n \ dx.$$
use the Fourier transform. (d) means that \( f \) can be extended across \( \partial \Omega \) in an \( H^s \) way.

Differentiability properties at the boundary present some technical problems but are very important in hydrodynamics. Thus it is important to distinguish \( H^s \) from \( H^s \).

The proof of Theorem 1.1.1 can be found in Nirenberg [1] and Palais [1]; see also Sobolev [1].

For most of hydrodynamics we will need \( s > (n/2) + 1 \). One of the outstanding problems in the field is determining to what extend we can relax this condition on \( s \). For many problems, one would like to allow corners and discontinuities in such things as the density of the fluid or the velocity field.

1.2 \( H^s \) Spaces of sections

Let \( M \) be a compact manifold, possibly with boundary. Also, let \( E \) be a finite dimensional vector bundle over \( M \). For example \( E \) may be the tangent bundle, or a tensor bundle over \( M \). Let \( \pi: E \to M \) be the canonical projection. The following fact is useful.

1.2.1 Proposition. Suppose for each \( x \in M \), we have \( \pi^{-1}(x) \cong \mathbb{R}^m \). Then there is a finite open cover \( \{U_i\} \) of \( M \) such that each \( U_i \) is a chart of \( M \) and \( \pi^{-1}(U_i) \cong U_i \times \mathbb{R}^m \) for each \( i \).

Such a cover is called trivializing. (See Lang [1].) Recall that a section \( \section E \) is a map \( h: M \to E \) such that \( \pi = h = id_M \). For example, a vector field is a section of the tangent bundle and a differential one-form is a section of the cotangent bundle. Informally, we define, for \( s \geq 0 \), \( H^s(E) \) to be the set of sections of \( E \) whose derivatives up to order \( s \) are in \( L^2 \).

This makes sense since in view of the proposition, a section of \( E \) can locally be thought of as a map from \( \mathbb{R}^n \) to \( \mathbb{R}^m \) where \( n \) is the dimension of \( M \). Similarly, we can put a Hilbert structure on \( H^s(E) \) by using a trivializing covering. However, since this Hilbert space structure depends on the choice of charts, the norm on \( H^s(E) \) is not canonical, so we call \( H^s(E) \) a Hilbert Space (i.e., it is a space on which some complete inner product exists).

One has to check that the definition of \( H^s(E) \) is independent of the trivialization and this can be done by virtue of compactness of \( M \).

Of course the Sobolev theorems have analogues for \( H^s(E) \). In particular if \( s \geq 1 \) it makes sense to restrict a section \( h \in H^s(E) \) to \( \partial M \). This is by part (c) of Theorem 1.1.1. Of course if \( s > (n/2) \), \( h \) will be continuous and so
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this will be clear. For \( s = 0 \), we have \( L^2(E) \) and restriction to \( \partial M \) does not make sense.

One defines \( H^s_0(E) \) in a similar way. For \( s > 1/2 \), when we restrict \( h \in H^s(E) \) to \( \partial M \), \( h \) will vanish, as will its derivatives to order \( s - 1/2 \).

Much of the theory goes over for \( M \) noncompact, but we must specify a metric on \( M \) and a connection on \( E \); further \( M \) must be complete and obey some curvature restriction such as sectional curvature bounded above; cf. Cantor [2] and Fischer-Marsden [2, II].

1.3 Some operations on differential forms

Now, let \( M \) be a compact oriented Riemannian manifold without boundary.

Let \( \Lambda^k \) be the vector bundle over \( M \) whose fiber at \( x \in M \) consists of \( k \)-linear skew-symmetric maps from \( T_xM \), the tangent space to \( M \) at \( x \in M \), to \( \mathbb{R} \). For each \( x \), \( \bigotimes_{\Lambda^k} \Lambda^k_x \) forms a graded algebra with the wedge product. Then \( H^s(\Lambda^k) \) is a space of \( H^{s+k} \) differential \( k \)-forms. The exterior derivative \( d \) then is an operator:

\[ d: H^{s+k}(\Lambda^k) \to H^s(\Lambda^{k+1}) \]

It drops one degree of differentiability because \( d \) differentiates once; i.e., it is a first order operator. Recall that if \( a, b \) are \( k \) and \( l \) forms respectively, then \( d(a \wedge b) = da \wedge b + (-1)^ka \wedge db \); cf. Abraham [2].

The star operator \( *: H^s(\Lambda^k) \to H^{s-k}(\Lambda^k^*) \) is given on \( \Lambda^k \) at \( x \in M \) by

\[ *(1) = \pm dx_1 \wedge \ldots \wedge dx_n \]

and

\[ *(dx_1 \wedge \ldots \wedge dx_k) = \pm dx_{k+1} \wedge \ldots \wedge dx_n \]

where the "\( \pm \)" is taken if the \( dx_1, \ldots, dx_k \) is positively oriented and "\( -\)" otherwise. \( x_1, \ldots, x_k \) form a coordinate system orthogonal at \( x \), and \( * \) is extended linearly as an operator \( \Lambda^k \to \Lambda^{n-k} \). Now if \( a \in H^s(\Lambda^k) \) then clearly \( *a \in H^s(\Lambda^{n-k}) \), so \( * \) can be taken as an operator from \( H^s(\Lambda^{n-k}) \) to \( H^s(\Lambda^k) \).

The space \( \Lambda^k \) carries, at each point \( x \in M \), an inner product. It is the usual business: the metric converts covariant tensors to contravariant ones (i.e., it raises or lowers indices) and then one contracts. If \( a, b \) are one forms, we have \( \langle a, b \rangle = \det([a_x, b_x]) \). It is not hard to check that if \( \rho \) is the volume form on \( M \)

\[ (a, b)_\rho = a \wedge *b = b \wedge *a. \]

Note that the inner product may be defined by the above formula. See Flanders [1] for more details on these matters.
Define the operator $\delta: H^{n+1}(\Lambda^r) \to H^r(\Lambda^{r-1})$ by $\delta = (-1)^{n(r+1)+1} \ast d \ast$. There is an inner product on $H^r(\Lambda^r)$ (and hence on $H^r(\Lambda^n)$) given by

$$(a, b) = \int_M \langle a, b \rangle \ d\mu.$$ 

1.3.1 Proposition. For $a \in H^r(\Lambda^n)$ and $b \in H^r(\Lambda^{n+1})$

$$(d\alpha, b) = (\alpha, d\beta).$$

Proof. Note that $d(a \wedge b) = da \wedge b + (-1)^n a \wedge db$

$$= da \wedge b - a \wedge db,$$

since $a = (-1)^{n(r-k)}$.

Since $\partial M = \emptyset$, by Stokes' Theorem, we get

$$0 = \int_M d(a \wedge b)$$

$$= \int_M da \wedge b - \int_M a \wedge db$$

$$= (d\alpha, b) - (\alpha, d\beta).$$

Rephrasing 1.3.1, one says that $d$ and $\delta$ are adjoints in the (r) inner product.

The operator corresponds to the classical divergence operator. This is easily seen. Let $X$ be a vector field on $M$. Then because of the Riemannian structure $X$ corresponds to a 1-form $\tilde{X}$, where $\tilde{X}(\alpha) = \langle X, \alpha \rangle$.

1.3.2 Proposition. $\text{div}(X) = -\delta(\tilde{X})$.

Proof. By definition, $\text{div}(X) \mu = L_X \mu$ (see Abraham [2]). We have the general formula

$$L_X \mu = d(\iota_X \mu) + \iota_X d\mu$$

where $\iota_X(\mu) = X \wedge \mu \in H^r(\Lambda^{n-1})$; the interior product is defined in general as follows: if $\beta \in H^r(\Lambda^n)$ and $v_0, \ldots, v_{n-1} \in TM$, then $\iota_X(\beta)(v_0, \ldots, v_{n-1}) = X(B)(v_0, \ldots, v_{n-1}).$ Now $d\mu = 0$ since $\mu$ is an $n$-form, so $L_X \mu = d(\iota_X \mu) = d(\iota_X X)$ (one easily checks that $\iota_X X = X$). Hence

$$\text{div}(X) = \text{div}(X) \mu = \ast(\text{div}(X) \mu) = -d\ast\tilde{X} = -\delta(\tilde{X}),$$

since for $k = 1$, $(-1)^{n(n+1)+1} = -1$.

1.3.3 Proposition. Let $a \in H^r(\Lambda^n)$, then $\Delta \alpha = 0$ if

$$da = 0 \quad \text{and} \quad d\alpha = 0.$$ 

Proof. It is obvious that if $da = 0$ and $d\alpha = 0$ then $\Delta \alpha = 0$. To show the converse, assume $\Delta \alpha = 0$. Then $0 = (\Delta \alpha, \alpha) = (d\delta + \delta d)\alpha = (d\alpha, \alpha) + (d\alpha, \alpha)$, so the result follows.

A form $a$ for which $\Delta \alpha = 0$ is called harmonic.

1.4 The Hodge theorem (for $\partial M = \emptyset$).

1.4.1 Let $\omega \in H^p(\Lambda^p)$. Then there is $\alpha \in H^{p+1}(\Lambda^{p-1})$, $\beta \in H^{p+1}(\Lambda^{p+1})$ and $\gamma \in C^\infty(\Lambda^n)$ such that $\omega = d\alpha + \delta\beta + \gamma$ and $\Delta(\gamma) = 0$. Here $C^\infty(\Lambda^n)$ denotes the $C^\infty$ sections of $\Lambda^n$. Furthermore, $d\alpha$, $\delta\beta$, and $\gamma$ are mutually $L^2$ orthogonal and so are uniquely determined.

1.4.2 If $\mathscr{H} = \{\gamma \in C^\infty(\Lambda^n) \mid \Delta \gamma = 0\}$, then

$$H^p(\Lambda^n) = d(H^{p+1}(\Lambda^{p-1})) \oplus \delta H^{p+1}(\Lambda^{p+1}) \oplus \mathscr{H}.$$ 

Note that 1.4.2 is just a rewriting of 1.4.1. The fact that the Harmonic forms $\mathscr{H}$ are all $C^\infty$, follows from regularity theorems on the Laplacian. This fact is also called Weyl's lemma or, its generalization, Friedrich's theorem. (See Yosida [1]).

The Hodge theorem goes back to V. W. D. Hodge [1], in the 1930's. Substantial contributions have been made by many authors, leading up to the present theorem. See for example Weyl [1], and Morrey-Eells [1].

We can easily check that the spaces in 1.4.2 are orthogonal. For example

$$(d\alpha, \delta\beta) = (d\alpha, \delta\beta) = 0$$

since $\delta$ is the adjoint of $d$ and $\delta^2 = 0$.

The basic idea in 1.4.1 can be abstracted as follows. We consider a linear operator $T$ on a Hilbert space $\mathcal{H}$ with $T^* = 0$. In our case $T = d$ and $\mathcal{H}$ is the $L^2$ forms. We ignore the fact that $T$ is only densely defined, etc.) Let $T^*$ be the adjoint of $T$. Let $\mathcal{H} = \{x \in \mathcal{H} \mid Tx = 0 \text{ and } T^*x = 0\}$. We assert

$$\mathcal{H} = \text{Range } T \oplus \text{Range } T^* \oplus \mathcal{H}.$$
which, apart from technical points on differentiability and so on is the essential content of \(1.4.1, 1.4.2\).

To see this, note, as before that the ranges of \(T\) and \(T^*\) are orthogonal because

\[
\langle Tx, T^*y \rangle = \langle Tx, y \rangle = 0.
\]

Let \(\mathcal{C}\) be the orthogonal complement of \(\text{Range } T \oplus \text{Range } T^*\). Certainly \(\mathcal{X} \subset \mathcal{C}\). But if \(x \in \mathcal{C}\),

\[
\langle Ty, x \rangle = 0 \quad \text{for all } \quad y = T^*x = 0.
\]

Similarly \(Tx = 0\), so \(\mathcal{C} \subset \mathcal{X}\) and hence \(\mathcal{C} = \mathcal{X}\).

The complete proof of the theorem may be found in Morrey [1]. For more elementary expositions, also consult Flanders [1] and Warner [1].

An interesting consequence of this theorem is that \(\mathcal{X}\) is isomorphic to the \(k\)th de Rham cohomology class (the closed \(k\)-forms mod the exact ones). This is clear since over \(M\), each closed form \(\omega\) may be written \(\omega = dx + \gamma\). One can check that the \(d\beta\) term drops out when \(\gamma\) is closed: Indeed we get \(0 = d \delta \beta\) so \((d \delta, \beta) = 0\) or \((d \delta, \delta \beta) = 0\) or \(d \delta \beta = 0\).

Now let \((\mathcal{X}^s)^k\) be the \(L_2\) orthogonal complement to \(\mathcal{X}\) in \(H^s(M)\).

Define the Green's Operator \(G: H^s(M) \to (\mathcal{X}^s)^k\) by letting \(G(s)\) equal the unique solution \(\omega = u - H(s)\) in \((\mathcal{X}^s)^k\), where \(H(s)\) is the harmonic part of \(u\). The following is easy to check.

1.4.3 Proposition. \(G\) commutes with \(d\), \(\delta\), and \(\Delta\).

Note that if \(x \in H^s(M)\) then \(x = dG(x) + \delta dG(x) + H(x)\).

Remarks. 1. The Hodge theorem fails for the \(C^0\) topologies. This is due to the fact that \(\Delta f \in C^0\) does not imply that \(f \in C^0\).

2. The Hodge theorem is very awkward and sometimes false for non-positive definite metrics. See Avez [1].

3. One can obtain a weighted Hodge decomposition, using a density function with the measure. This is important for inhomogeneous fluid flow (see Ebin-Marsden [2]).

For us, one of the important consequences of the theorem is the following.

1.4.4 Corollary. Let \(X\) be a \(H^s\) vector field on \(M\), \(s \geq 0\). Then there is a unique divergence free \(H^s\) vector field \(Y\) and a gradient field \(p\) such that

\[
X = Y + \nabla p.
\]

Setting \(P(X) = Y\), \(P\) is a bounded linear operator in \(L_2\) and in \(H^s\).

Proof. In terms of the corresponding one form \(\xi\), we write \(\xi = (dx + \delta \beta + \gamma)\) and set \(dx = d\varphi\), \(\varphi = \delta \beta + \gamma\). Since \(dd = 0\), \(\delta \varphi = 0\).\(\square\)

The above theorem is a generalization of a classical theorem of Helmholtz, for which one can give a direct argument.

1.4.5 Theorem. Let \(V\) be a vector field on \(\mathbb{R}^3\). Then \(V = -\nabla \varphi + \nabla \times \omega\) where \(\varphi\) is a scalar function and \(\omega\) is a vector field.

Sketch of the Proof. It is well known that in the sense of distributions,

\[
\nabla(1/|x - x'|) = -4\pi \delta(x - x')
\]

from which we get

\[
V(x) = \frac{\Delta}{4\pi} \int_{\mathbb{R}^3} \frac{V(x')}{|x - x'|} dx'.
\]

What we have done here is found the Green's operator in \(\mathbb{R}^3\) (that this is so can be seen easily and is found in any elementary book on differential equations; see for instance Duff and Naylor [1]). Using this and the identity corresponding to \(\Delta = \delta d + d\delta\):

\[
-\nabla = -\nabla (\nabla \cdot ) - \nabla \times (\nabla \times )
\]

we get

\[
V(x) = \frac{\Delta}{4\pi} \int_{\mathbb{R}^3} \frac{V(x')}{|x - x'|} dx
\]

\[
\quad = -\nabla \left( \int_{\mathbb{R}^3} \frac{V(x')}{4\pi |x - x'|} dx \right)
\]

\[
\quad + \nabla \times \left( \int_{\mathbb{R}^3} \frac{V(x')}{4\pi |x - x'|} dx \right). \quad \square
\]

Since \(\mathbb{R}^3\) is topologically trivial, there are no harmonic forms in \(L_2\).

In this theorem, the integrals are singular and so the smoothness of the summands is not obvious.

1.5 Hodge theory for manifolds with boundary

This theory was worked out by Kodaira [1], Duff-Spencer [1], and Morrey [1]. (See Morrey [2], Chapter 7.) Differentiability across the boundary is very delicate, but important. The best possible results in this regard were worked out by Morrey.

Also note that \(d\) and \(\delta\) may not be adjoints in this case, because boundary
terms arise when we integrate by parts. Hence we must impose certain boundary conditions.

Let \( a \in H^p(\Lambda^1) \). Then \( a \) is parallel or tangent to \( \partial M \) if the normal part, \( n_a = i_n^*(a) = 0 \) where \( i_n : \partial M \to M \) is the inclusion map. Analogously \( a \) is perpendicular to \( \partial M \) if \( \tau_n = i_{\tau n}^*(a) = 0 \).

Let \( X \) be a vector field on \( M \). Using the metric, we know when \( X \) is tangent or perpendicular to \( \partial M \). \( X \) corresponds to the one-form \( \tilde{X} \) and also to the \( n - 1 \) form \( i_{\tilde{X}} \mu \) (\( \mu \) is, as usual, the volume form). Then \( X \) is tangent to \( \partial M \) if and only if \( \tilde{X} \) is tangent to \( \partial M \) iff \( i_{\tilde{X}} \mu \) is normal to \( \partial M \).

Similarly \( X \) is normal to \( \partial M \) iff \( \tilde{X} \) is normal to \( \partial M \) iff \( i_{\tilde{X}} \mu \) is tangent to \( \partial M \).

Set
\[
H^p(\Lambda^1) = \{ a \in H^p(\Lambda^1) \mid a \text{ is tangent to } \partial M \}
\]
\[
H^p_\perp(\Lambda^1) = \{ a \in H^p(\Lambda^1) \mid a \text{ is perpendicular to } \partial M \}
\]
and
\[
\mathcal{H}^p(\Lambda^1) = \{ a \in H^p(\Lambda^1) \mid d_a = 0, \delta_a = 0 \}.
\]
The condition that \( d_a = 0 \) and \( \delta_a = 0 \) is now stronger than \( \Delta_a = 0 \).

Following Kodaira [1], one calls elements of \( H^p, \text{harmonic fields} \).

1.5.1 The Hodge Theorem

\[
H^p(\Lambda^1) = d(H^{p+1}(\Lambda^{n-1})) \oplus \mathcal{H}^p(\Lambda^1)
\]

One can easily check from the formula
\[
(d_a, \beta) = (a, \delta \beta) + \int_M a \wedge \ast \beta
\]
that the summands in this decomposition are orthogonal.

There are two other decompositions that are not derivable directly from 1.5.1.

1.5.2 Theorem

(a) \( H^p(\Lambda^1) = d(H^{p+1}(\Lambda^{n-1})) \oplus D'_1 \)

where
\[
D'_1 = \{ a \in H^p(\Lambda^1) \mid \delta a = 0 \}
\]

and dually

(b) \( H^p(\Lambda^1) = \mathcal{H}(H^{p+1}(\Lambda^{n-1})) + C'_a \)

where \( C'_a \) are the closed forms normal to \( \partial M \). Again one can easily check orthogonality.

We can apply this to get a general Helmholtz theorem.
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1.5.3 Corollary. Let \( X \) be an \( H^p \) vector field on \( M \). Then \( X = Y + \gamma \text{ grad } p \) where \( \text{div}(Y) = 0 \) and \( Y \) is \( H^p \) and tangent to \( \partial M \).

Proof. Identify \( X \) with \( \tilde{X} \) and take its hodge decomposition: 1.5.2(a).

\[
\tilde{X} = dp + \alpha.
\]

Again using the metric we identify \( dp \) with grad \( p \) and \( \alpha \) with \( Y \). By remarks above and 3.2.2, \( Y \) is tangent to \( \partial M \) and \( \text{div}(Y) = 0 \).

Again we let \( P \) denote the projection onto the divergence free part. In this corollary, \( X \) does not have to be parallel to \( \partial M \). The decomposition will automatically "straighten it out" to be parallel to the boundary.

2. Manifolds of maps and diffeomorphism groups

2.1 History

The basic idea was first laid down by Eells [1] in 1958. He constructed a smooth manifold out of the continuous maps between two manifolds. In 1961, Smale and Abraham worked out the more general case of \( C^\infty \) mappings. Their notes are pretty much unavailable, but the 1965 survey article by Eells [2] is a good reference. The \( H^p \) case is found in a 1967 article by Eliasson [1]. This is also found in Palais [4] where it is done in the more general context of fiber bundles.

Making the manifold out of the \( C^\infty \) diffeomorphism group on a compact manifold without boundary was done independently by Abraham (see Eells [2]) and Leslie [1] around 1966. The \( H^p \) case is found in a paper by Ebin [1] and one by Omori [1] around 1968. Ebin also showed that the volume preserving diffeomorphisms form a manifold. Finally Ebin-Marsden [1] worked out the manifold structure for the \( H^p \) diffeomorphisms, the symplectic and volume preserving diffeomorphisms for a compact manifold with smooth boundary.

Other papers on manifolds of maps include those of Saber [1], Leslie [2, 3], Omori [2], Gordon [1], Penot [2, 3], and Graff [1]. Some further references are given below.

2.2 Local structure

Let \( M \) and \( N \) be compact manifolds and assume \( N \) is without boundary. Let \( n \) be the dimension of \( M \), and \( l \) the dimension of \( N \). Say \( f \in H^p(M, N) \) if for any \( m \in M \) and any chart \((U, \phi)\) containing \( m \) and any chart \((V, \psi)\)
at \( f(m) \) in \( N \), the map \( \psi \circ f \circ \varphi^{-1} : \varphi(U) \to \mathbb{R}^3 \) is in \( H^s(\varphi(U), \mathbb{R}^3) \). This can be shown to be a well defined notion, independent of charts for \( s > (n/2) \).

The basic fact one needs is that by the Sobolev Theorem we have \( H^s(\mathbb{R}^3) \subset C^0(\mathbb{R}^3) \). Things are not as nice, however, for \( s < (n/2) \). It is possible for a map to have a (derivative) singularity which is \( L_2 \) integrable in one coordinate system on \( N \) and not integrable in another. For \( s < (n/2) \), \( H^s(M, N) \) cannot be defined invariantly. Hence, from now on we assume \( s > (n/2) \).

In order to find charts in \( H^s(M, N) \) we first need to determine the appropriate modeling space. Let \( f \in H^s(M, N) \). The modeling space, should it exist, must be isomorphic to \( T_f H^s(M, N) \), whatever that is. So a way to begin is to find a plausible candidate for \( T_f H^s(M, N) \). If \( P \) is any manifold and \( p \in P \) then \( T_p P \) can be constructed by considering any smooth curve \( c \) in \( P \) such that \( c(0) = p \); then \( c'(0) \in T_p P \) (Figure 2.1).

\[
\begin{align*}
\text{Figure 2.1} & \\
\text{With this in mind, let us consider a curve } c_t : (-1, 1) & \to H^s(M, N) \text{ such that } c_t(0) = f. \text{ Now if } m \in M, \text{ then the function } t \to c_t(m) \text{ is a curve in } N \text{ (i.e., for each } t \in (-1, 1), c_t \in H^s(M, N) \text{ and therefore } c_t : M \to N. \text{ Now } c_t(0)(m) = f(m), \text{ so the derivative of this curve at } 0, (d/dt) c_t(m) \bigg|_{t=0} \text{ is an element of } T_{f(m)} N. \text{ So the map } m \mapsto (d/dt) c_t(m) \bigg|_{t=0} \text{ maps } M \to T N \text{ and covers } f, \text{ i.e., if } \pi_{TN} : TN \to N \text{ is the canonical projection, this diagram commutes:} \\
\begin{array}{ccc}
M & \xrightarrow{f} & N \\
\downarrow & & \downarrow \pi_{TN} \\
TN & \xrightarrow{c'} & N \\
\end{array} \\
\text{where} \quad c'(0)(m) = \frac{d}{dt} c_t(m) \bigg|_{t=0}. 
\end{align*}
\]

Making the identification
\[
\left( \frac{d}{dt} c_t(m) \bigg|_{t=0} \right)(m) = \frac{d}{dt} c_t(m) \bigg|_{t=0}, \quad c_t(0) \text{ is a good candidate as the tangent to } c_t \text{ at } f.
\]

With the above motivation, let us define
\[
T_f H^s(M, N) = \{ X \in H^s(M, TN) | \pi_{TN} \circ X = f \}.
\]

Note this is a linear space, for if \( V_f \) and \( X_f \) are in \( T_f H^s(M, N) \), we can define \( \alpha V_f + X_f \), \( (a \in \mathbb{R}) \) as the map \( m \mapsto a V_f(m) + X_f(m) \) where \( V_f(m) \) and \( X_f(m) \) are in \( T_{f(m)} N \). It is this space which we use as a model for \( H^s(M, N) \) next.

To show this we need the map \( \exp : T_f N \to N \) for \( p \in N \). Recall that if \( e_t \in T_f N \) there is a unique geodesic \( \sigma_p^{e_t} \) through \( p \) with tangent vector at \( p \) is \( e_t \). Then \( \exp_p(e_t) = \sigma_p^{e_t}(1) \). In general, \( \exp \) is a diffeomorphism from some neighborhood of \( 0 \) in \( T_f N \) onto a neighborhood \( p \) in \( N \). However, since \( N \) is compact and without boundary, it is geodesically complete and hence \( \exp \), is defined on all of \( T_f N \). This map can be extended to a map \( \exp : TN \to N \) such that if \( e_t \in T_f N \) then \( \exp_p(e_t) = \exp_p(e_t) \). With this map we define the map \( \exp : T_f H^s(M, N) \to H^s(M, N) \)
\[
X \mapsto \exp X.
\]

We assert that \( \exp \) maps the linear space \( T_f H^s(M, N) \) onto a neighborhood of \( f \) in \( H^s(M, N) \) taking \( 0 \) to \( f \) and hence is a candidate for a chart in \( H^s(M, N) \). It should be remarked that in spite of the use of the map \( \exp \), the structure is independent of the metric on \( N \). The assertion is easy to check in case things are \( C^0 \) or \( C^s \), by using standard properties of \( \exp \); Milnor [1].

For the \( H^s \) case and to show that the change of charts is well defined (i.e., maps into the right spaces) and is smooth, one needs the following lemma.

2.2.1 (Local) \( \omega \)-Lemma (Left Composition of Maps). Let \( U \) be a bounded open set in \( \mathbb{R}^n \) and \( h : \mathbb{R}^n \to \mathbb{R}^m \) be \( C^\infty \). Then \( \omega_h : H^s(U, \mathbb{R}^m) \to H^s(U, \mathbb{R}^m) \) defined by \( \omega_h(f) = h \circ f \) is a \( C^s \) map.

This conclusion is not true if \( h \) is merely an \( IP \) or \( C^s \) map. The problem can be seen in this way. If \( M \) and \( N \) are manifolds and \( g : M \to N \) is \( C^s \) then for \( p \in M \) and \( v_p \in T_p M \), we have \( T_g : T_p M \to T_{g(p)} N \), which is determined in this manner: Let \( c : (-1, 1) \to M \) be a curve such that \( c(0) = p \) and \( c'(0) = v_p \). Then \( T_g c'(0) = (d/dt)(c'(0)) \bigg|_{t=0} \). Applying this procedure to \( \omega_h \), and using the chain rule, we find for \( X \in T_f H^s(U, \mathbb{R}^m) \)
that the tangent of \( \omega_0 \) is the map \( T_{\omega_0}X \mapsto T\phi \ast X \). But since \( T\phi \ast X \) is, at best, in \( H^{p-1}(U, \mathbb{R}^n) \) and \( T\phi \) does not map into the tangent space of \( H^p(U, \mathbb{R}^n) \) at \( \omega_0(f) \).

This necessity of differentiating \( h \) is a crucial difference between composition on the left and composition on the right.

The exact proof of 2.2.1 may be found in Ebin [1] and the other references above. In fact, the result essentially goes back to Sobolev [1] p. 223. See also Marcus-Mizel [1], and Brezis [1].

Using 2.2.1, it is now routine to check that \( \exp \) yields smooth charts on \( H^p(M, N) \). For other methods of obtaining charts, see Palais [4], Penot [3] and Krikorian [1].

### 2.3 Groups of diffeomorphisms

These objects have a very interesting yet complicated structure. For this section we let \( M \) be a compact manifold without boundary. Let \( \mathcal{D}(M) = \{ f \in C^\infty(M, M) \mid f \text{ is one-one, orientation preserving and } f^{-1} \in H^p(M, M) \} \).

The fact that \( \mathcal{D}(M) \) is a manifold is a trivial consequence of the fact that \( H^p(M, M) \) is a manifold and the following proposition;

#### 2.3.1 Proposition

If \( s > (n/2) + 1 \), then \( \mathcal{D}(M) \) is open in \( H^p(M, M) \).

**Proof.** Since \( s > (n/2) + 1 \), we have a continuous inclusion \( H^p(M, M) \subset C^s(M, M) \) (by the Sobolev Theorem 1.1.1(a)). So it is sufficient to show that if a map \( g \) on \( M \) is \( C^s \) close to a diffeomorphism, then \( g \) is a diffeomorphism. To show this, note that \( G(f) \) is a continuous real valued map on \( C^s(M, M) \), where \( J(f) \) is the Jacobian of \( f^{-1} \). Also, since \( M \) is compact, \( f \in \mathcal{D}(M) \), then \( G(f) \neq 0 \).

By continuity of \( G \), there is a neighborhood \( U \) of \( f \) in \( C^s(M, M) \) such that if \( g \in U \) then \( G(g) \neq 0 \). By the inverse function theorem \( U \) consists of local diffeomorphisms. It is easy to show that if \( g \in U \) then \( g \) is an onto map. This is because \( g(M) \) is open in \( M \), as \( g \) is a local diffeomorphism and since \( g \) is continuous and \( M \) is compact, then \( g(M) \) is closed. Hence if \( M \) is connected \( g(M) = M \). (If \( M \) is not connected, one need just remark that \( g \) maps into each component of \( M \) as \( f \) does and is uniformly close to \( f \).) It remains to show there is a neighborhood \( V \) containing only 1-1 functions. (It is not true that a local diffeomorphism on a compact set is a diffeomorphism. Consider the map which wraps \( S^1 \) around itself twice.) It is an easy exercise in point set topology to show that if \( M \) is connected and any local diffeomorphism on \( M \) is a covering map; that is, is globally \( k \) to 1 for some integer \( k \). Also, the function that assigns to a local diffeomorphism \( f \) the number of elements in \( f^{-1}(x) \) for any \( x \in M \) is continuous.
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in the \( C^1 \) topology onto the integers. In particular there is a neighborhood of a diffeomorphism containing only diffeomorphisms.

Because of the differentiability condition in the above proposition, we will henceforth assume \( s > (n/2) + 1 \).

It is unknown whether, in general, the composition of two \( H^p \) maps is again \( H^p \). In all known proofs one needs that one of the maps is a diffeomorphism or is \( C^m \). Hence composition in \( \mathcal{D}^m \) presents no problem. The main composition properties are stated in the following.

#### 2.3.2 Theorem

(a) \( \mathcal{D} \) is a group under composition.

(b) (\( \omega \)-Lemma) If \( \eta \in \mathcal{D} \), \( \mathcal{D}^\omega \rightarrow \mathcal{D}^\eta \), \( \xi \mapsto \eta \circ \xi \) is a \( C^m \) map (in fact \( R \) is clearly "formally linear" and continuous).

(c) (\( \omega \)-Lemma-Global) If \( \eta \in \mathcal{D} \), \( \eta \circ \xi \in \mathcal{D} \), \( \xi \rightarrow \eta \circ \xi \in \mathcal{D} \). (This map is definitely not smooth, in fact it is not even a locally Lipschitz map.)

(c) More generally, the map

\[ \mathcal{D} \times \mathcal{D} \rightarrow \mathcal{D}^\ast \]

\[ (\eta, \xi) \mapsto \eta \circ \xi \]

is \( C^1 \).

(d) \( \mathcal{D} \) is a topological group.

**Remark.** (d) follows from the other parts of the theorem because of the following lemma of Montgomery [1]:

#### 2.3.3 Lemma

Let \( G \) be a group that is also a topological space. Assume further that \( G \) is a separable, metrizable, Baire space and multiplication in \( G \) is separately continuous. Then \( G \) is a topological group.

We shall not prove (a), (b), (c)', here since we have already given the basic ideas involved. The proof may be found in Ebin [1]. Another useful fact proved in Ebin is that if \( \Omega \) is an \( H^p \) map with a \( C^1 \) inverse, then the inverse is \( H^p \). This is analogous to what one has in the \( C^1 \) inverse function theorem (Lang [2]).

2.4 \( \mathcal{D} \) as a “Lie group”

\( \mathcal{D} \) is not precisely a Lie group, (since a left multiplication is continuous, but not smooth) but it shares some important Lie group properties. If we were to work with \( \mathcal{D} = \mathcal{D}^\ast \), we would have Lie group, but not a Banach manifold.
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In general if \( G \) is a Lie group and \( e \in G \) is the unit element, then the Lie Algebra \( \mathfrak{g} \) of \( G \) may be identified with \( T_eG \). Hence, \( T_e\mathcal{D}(M) = \mathcal{D}(M) = \mathcal{T}^0(M) \), \( \mathcal{T}^p(M) = \mathcal{T}^p \), vector fields on \( M \) are all members of \( \mathcal{T}^p(M) \) cover the identity map on \( M \) serve as the Lie algebra for \( \mathcal{D} \). Since right multiplication is smooth, we can talk about right invariant vector fields on \( \mathcal{D} \).

By the \( C \)-lemma, if \( X \in \mathcal{D}^{p+1} \), the map \( \hat{X} : \eta \mapsto X \cdot \eta \) is a \( C \) map from \( \mathcal{D} \) to \( \mathcal{T}^p \) (if \( \eta \neq 0 \); in particular \( X \cdot \eta \in \mathcal{T}^p \) and so it is a vector field on \( \mathcal{D} \). In fact \( X \) is a right invariant \( C \) vector field on \( \mathcal{D} \) (i.e., \( \{ x \mapsto (X \cdot x) \} = X \cdot \eta \) for \( \eta \) in \( \mathcal{D} \) and \( X : \eta \in \mathcal{T}^p(\mathcal{D}) \)). Conversely if \( \hat{X} \) is a right invariant \( C \) vector field, then \( \hat{X}(e) \in \mathcal{D}^{p+1} \) in fact the right invariant \( C \) vector fields are isomorphic to \( \mathcal{D}^{p+1} \) by evaluation at \( e \), in particular \( T_e\mathcal{D} \) is isomorphic to the \( C \) right invariant vector fields.

For \( I \geq 1 \), there is a natural Lie bracket operation on the \( C \) right invariant vector fields on \( \mathcal{D} \). This defines the bracket operation on the corresponding members of \( T_e\mathcal{D}(M) \). We now establish that the Lie algebra structure of \( \mathcal{D}^p \) is the usual Lie algebra structure on the vector fields.

2.4.1 THEOREM. Let \( I \geq 1 \) and for \( X, Y \in \mathcal{D}^{p+1}(TM) \), let \( \hat{X} \) and \( \hat{Y} \) be the corresponding right invariant vector fields on \( \mathcal{D} \). Then \( \{ \hat{X}, \hat{Y} \} = \{ X, Y \} \), the usual Lie bracket of vector fields on \( M \).

Proof. Recall that locally \( [X, Y] = DX \cdot Y - DY \cdot X \) where \( DX \) is the derivative of \( X \); cf. Lang [1]). However, as shown above, for \( X \in \mathcal{D} \), \( \hat{X}(e) = X \cdot \eta \) and \( \hat{Y}(e) = Y \cdot \eta \), so in particular since \( \eta \) is the solution of \( DX \cdot Y - DY \cdot X \) we get \( \{ \hat{X}, \hat{Y} \} = \{ DX \cdot Y - DY \cdot X \} = \hat{X}(e) \cdot Y(e) - Y(e) \cdot \hat{X}(e) = DX Y - DY X \).

Note since \( DX \cdot Y \in \mathcal{D}^{p+1}(TM) \), we really cannot put this bracket on \( T_e\mathcal{D} = \mathcal{D} \) and none of the \( \mathcal{D}^{p+1}(TM) \) are Lie algebras since they are not closed under the bracket operation; one would have to pass to \( \mathcal{D} \).

For any Lie group \( G \), there is a standard exp map from \( \mathfrak{g} \) onto a neighborhood of the identity \( e \) in \( G \). If \( X \in \mathfrak{g} \), there is a unique one parameter smooth subgroup \( c \) in \( G \) (i.e., \( c(t + s) = c(t) \cdot c(s) \) and \( c(0) = e \)) such that \( c' \) is the solution of \( \dot{c}(t) = X(c(t)) \) where \( \dot{c} \) is the right invariant vector field equaling \( X \) at \( e \). Define \( \exp(X) = c(1) \).

If \( G \) has a Riemannian structure, then there is another exp: \( \mathfrak{g} \rightarrow G \) defined (as above) by following geodesics instead of subgroups. If the metric is bi-invariant (i.e., if \( g = \hat{g} \) is the Riemannian metric, then for \( a \in G \), \( \hat{g}(g(a)) = g \cdot (g(a)) \)) then it is easy to show the two exp maps coincide. A compact group always has a bi-invariant metric. (cf. Milnor [1] for further information.)
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H^\infty(M, TM) which cover some \eta \in \mathcal{D}^{\infty}. Thus as X is H^\infty,
\omega_X: \mathcal{D}^{\infty} \rightarrow T \mathcal{D}^{\infty}
\eta \mapsto X \circ \eta

is a C^1 map by the omega lemma. Thus \omega_X has a unique integral curve
F_t \in \mathcal{D}^{\infty} with \psi_0 = \text{identity}, and t \mapsto F_t \in H^\infty(M, M) is C^1, |t| < \epsilon.
Thus as s > (n/2) + 2, F_t is a C^1 diffeomorphism, and dF_t/dt = X \circ F_t,
so F_t is the flow of X.

We shall also need the fact that F_t \in \mathcal{D}^{\infty} depends continuously on X \in H^\infty(TM). Indeed, the vector field \omega_X depends continuously on X, so integral curves do as well, for |t| < \epsilon.

Note: If one knew that \mathcal{C}^0 vector fields on \mathbb{S}^n had integral curves, we
would have F_t \in \mathcal{D}^n in the above. However this is not the case; but we
still get our result by the following procedure.

2.4.4 Lemma. Under the hypotheses of 2.4.3, F_t: M \rightarrow M is an H^0 map
for small t (so F_t \in \mathcal{D}^0 for |t| < \epsilon), and t \mapsto F_t is C^0 as a map from \mathbb{R} to \mathcal{D}^0.

Proof. Since X and F_t are of class C^1, we have (d/dt)DF_t = (DX \cdot F_t) \cdot DF_t.
Consider this as an equation
\frac{d}{dt} u(t) = B_t \cdot u(t)
in a space of H^{-1} maps with u(0) = \text{identity}. Here B_t = DX \cdot F_t is a
continuous linear operator on H^{-1} and H^{-2}. Thus there is a unique
solution in H^{-1}. But DF_t is a solution in H^0. Hence DF_t is in fact in
H^{\infty} so F_t is H^0 and the lemma follows.

Proof of 2.4.2 Let F_t be the flow of X, so F_t is a C^1 map defined for all
t \in \mathbb{R}. We want to show F_t \in \mathcal{D}^0 for all t \in \mathbb{R}. By the argument in 2.4.4,
F_t \in \mathcal{D}^0 if t is small. For general t write, for each integer n > 0,
F_t = (F_{t/n})^n = F_{t/n} \circ F_{t/n} \circ \cdots \circ F_{t/n}.
For n large, F_{t/n} \in \mathcal{D}^0, and since \mathcal{D}^0 is a group, F_t \in \mathcal{D}^0.

For an alternative proof, see Fischer-Marsden [2]. It has been remarked
by Brezis [1] that these arguments also apply to the spaces W^{s,p}. They
also hold for the Holder spaces C^{\alpha,s}.

So via this theorem and the remark that F_0 = id, we have a sort of Lie
group exponential map from T \mathcal{D}(M) into a neighborhood of identity,

2.5 Volume preserving diffeomorphisms

For now let M be a compact Riemannian manifold without boundary.
(The boundary case is done below.) Let \mu be the volume form given by
the metric on M. Recall from the introduction that D^*_{\mu} = \{f \in \mathcal{D}^0 | f^* (\mu) = \mu\}.
We shall show that D^0_{\mu} is a smooth submanifold of \mathcal{D}^0.

Recall that if f: P \rightarrow Q is a smooth map between manifolds, f is
a submersion on a set A \subset P if T_x f: T_x P \rightarrow T_{f(x)} Q is a surjection, for each
x \in A. We shall need these lemmas:

2.5.1 Lemma. Let P, Q be Hilbert manifolds and f: P \rightarrow Q a C^\infty map,
then for g \in Q, f^{-1}(g) is a C^\infty submanifold of P, if f is a submersion on
f^{-1}(g).

This is simply a corollary of the Implicit function theorem (see Lang
[1].) In the Banach case, one also assumes ker T_{x'} f has a closed complemen.

2.5.2 Lemma. Let \lambda be an n-form on M such that \int M \lambda = 0. Then \lambda is
exact; \lambda = df for an n - 1 form f.

This is a special case of de Rham’s theorem, stating that a closed form
is exact if all its periods vanish. For the proof, see for example Warner
[1]. A discussion is also found in Flanders [1].

For \delta M = \mathbb{S}, the following theorem is due to Ebin [1].

2.5.3 Theorem. Let \gamma > (n/2) + 1. Then \mathcal{D}^{\gamma} is a closed C^\infty submanifold
of \mathcal{D}^{\gamma}.

Remark. This seems to be false for C^0 diffeomorphisms since it depends
on the Hodge theorem.
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natural embedding in \( \hat{\mathcal{M}} \). We have the manifold structure of \( H^p(M, \hat{\mathcal{M}}) \) by our above work. Clearly \( \mathcal{D}^p(M) \subset H^p(M, \hat{\mathcal{M}}) \) and in fact:

2.6.1 Theorem. \( \mathcal{D}(M) \) is a \( C^\infty \) submanifold of \( H^p(M, \hat{\mathcal{M}}) \).

Sketch of Proof. Briefly, we put a metric on \( \hat{\mathcal{M}} \) such that \( \partial M \subset \hat{\mathcal{M}} \) is totally geodesic. Then let \( E: T\mathcal{D}(M, \hat{\mathcal{M}}) \to H^p(M, \hat{\mathcal{M}}) \) be the exponential map associated with this metric.

Let \( \eta \in \mathcal{D}(M) \subset H^p(M, \hat{\mathcal{M}}) \) and choose an exponential chart \( E: U \subset T\mathcal{D}(M, \hat{\mathcal{M}}) \to H^p(M, \hat{\mathcal{M}}) \) about \( \eta \). Also we should have

\[ T\mathcal{D}(M) = \{ X \in H^p(M, \hat{\mathcal{M}}) \mid X \text{ covers } \eta \} \]

which is a closed subspace of \( H^p(M, \hat{\mathcal{M}}) \).

Since \( \partial M \) is totally geodesic, \( E \) takes \( U \cap T\mathcal{D}(M) \) onto a neighborhood of \( \eta \) in \( \mathcal{D}(M) \). See Ebin-Marsden [1] for details.

By inspecting the above argument we see that \( T\mathcal{D}(M) = \{ H \text{ vector fields on } M \text{ that are tangent to } \partial M \} \). Formally, this is a Lie algebra in the same sense as we had when \( M \) had no boundary.

2.6.2 Theorem. If \( \mu \) is the volume on \( M \) and \( \mathcal{D}(M) = \{ \text{set of volume preserving diffeomorphisms} \}, \) then \( \mathcal{D}(M) \subset \mathcal{D}(M) \) is a smooth submanifold.

This is proven as in the case that \( M \) has no boundary. This proof works here because we have the Hodge theorems for manifolds with boundary.

The rest of the material from the no boundary case (such as the \( \alpha \) and \( \omega \)-lemmas) carries over to the case when \( M \) has a boundary. For the non-compact case, see Cantor [1, 2].

2.7 Topology of the diffeomorphism group

For topological theorems we can work in \( \mathcal{D}(M) = \mathcal{D}(M) \). Indeed it follows from very general results of Cerf [1] and Palais [3] that the topology of \( \mathcal{D} \) and \( \mathcal{D} \) are the same; one uses the fact that the injection of \( \mathcal{D} \) into \( \mathcal{D} \) is dense. The first theorem in this field was proven by Smale [1] in 1959. He showed that \( \mathcal{D}(S^n) \) is contractible to \( SO(n) \); here \( S^n \) is the 2-sphere, and \( SO(n) \) is the special orthogonal group on \( \mathbb{R}^n \), which we can regard as the (identity component of the) isometry group of \( S^n \). This theorem was
extended to all compact 2-manifolds by Earle and Eells [1] and to the boundary case by Earle and Schatz [1].

It is fairly simple to show that $\mathcal{D}(S^2)$ is contractable to $SO(2)$. The following argument is based on a suggestion of J. Eells.

First fix $s \in S^1$. Let $\theta: [0, 1] \to S^1$s be a parameterization of $S^1$ such that $\theta(0) = \theta(1) = s$. Now let $f$ be a diffeomorphism that leaves $s$ fixed. Then the map

$$h(t, x): [0, 1] \times S^1 \to S^3$$

$$(t, x) \to \begin{cases} 
\theta((1-t)\theta^{-1}(f(x))) & x \neq s \\
(1-t)\theta^{-1}(f(x)) & x = s
\end{cases}$$

is an homotopy from $f$ to $id_{S^3}$.

Suppose $g: S^1 \to S^3$ maps $s$ to $g(s) \neq s$; then there is a rotation $r: S^1 \to S^1$ that carries $g(s)$ to $s$ and therefore $r \circ g(s) = s$. Hence, by the above argument $r \circ g$ is homotopic to the identity. Therefore $g$ is homotopic to $r^{-1}$, which is, naturally, also a rotation.

For dimension 3 the situation is much more complicated and little is known. The work of Cerf [2] seems indicative of the complexity. Antonelli et al. [1] have shown that if $M$ has high dimension $\mathcal{D}(M)$ will not have the homotopy type of a finite cell complex. Various people have also been working towards showing $\mathcal{D}(M)$ is a simple group. cf. Herman [1], Epstein [1] and Herman-Segeraert [1].

Another important result in this field is that of Omori [1]. He proved that for any compact Riemannian manifold without boundary $\mathcal{D}(M)$ is contractable to $\mathcal{D}_\mu(M)$, the set of volume preserving diffeomorphisms. In fact if $\mathcal{D}' = \{\nu \in C^0(\Lambda^\mu) \mid \nu$ is nondegenerate, positively oriented and $\int_M \nu = \int_M \mu \}$ ($C^0(\Lambda^\mu)$ are the $C^0$ $n$-forms) then $\mathcal{D}(M)$ is diffeomorphic to $\mathcal{D}_\mu \times \mathcal{D}'$. This implies $\mathcal{D}(M)$ is contractable to $\mathcal{D}_\mu(M)$ since $\mathcal{D}'$ is contractable to $\mu$. (In fact $\mathcal{D}'$ is convex.) The proof that $\mathcal{D}(M) \approx \mathcal{D}_\mu(M) \times \mathcal{D}'$ uses an important result of Moser [1].

2.7.1 Theorem [Moser]. If on a compact manifold $M$, there are 2 volume elements $\mu$ and $v$ such that $\int_M \nu = \int_M \mu$, then there is a map $f \in \mathcal{D}(M)$ such that $f^*(\eta) = \mu$.

We formulate the results more precisely following the proof of Ebin-Marsden [1].

2.7.2 Theorem. Let $M$ be compact without boundary with a smooth volume element $\mu$. Let

$$\mathcal{V} = \{v \in C^0(\Lambda^\mu) \mid v > 0, \int_M v = \int_M \mu \}.$$
symmetries (e.g., a flow in $\mathbb{R}^d$ that is symmetric with respect to a given axis). Also, in general we find that $\dim(D_\mathcal{F}(M))$ and $\text{codim}(D_\mathcal{F}(M))$ are both infinite so Frobenius methods do not work. Leslie [2] and Omori [1, 3] have shown that if $\mathcal{F}$ is a Lie subalgebra of $\mathcal{D}_\mathcal{E}$ with finite dimension or codimension, then $\mathcal{F}$ comes from a smooth subgroup of $\mathcal{E}$.

3. Bifurcation and the centre manifold theorem

3.1 Hopf bifurcation

This theorem was invented by Hopf [1] in 1942 apparently with fluid mechanics in mind. See also Hopf [2]. Just recently, David Ruelle and Floris Takens [1] published a paper in which this theorem was used in a discussion of turbulence and stability. Later in Part II, § 3 we shall consider such questions in detail.

In order to understand Hopf's theorem, let us review some standard material in ordinary differential equations. For a complete discussion of this material, see Coddington-Levinson [1] and Abraham-Robbin [1]. Let $X: \mathbb{R}^n \to \mathbb{R}^n$ be a linear map. Then regarding $X$ as a vector field on $\mathbb{R}^n$, its flow is given by $F_t(a) = e^{\lambda t} a$, where $a \in \mathbb{R}^n$ and $e^{\lambda t} = \sum_{n=0}^{\infty} \frac{(\lambda t)^n}{n!}$; in this expression $X^1 = I$ and multiplication is as matrices. Let $\lambda_1, \ldots, \lambda_n$ be the (possibly complex) eigenvalues of $X$. Since $X$ has only real entries when considered as a matrix, the $\lambda_i$ appear in conjugate pairs. Clearly $e^{\lambda_1 t}, \ldots, e^{\lambda_n t}$ are the eigenvalues of $F_t$.

Now suppose that for all $t$, we have $\Re(\lambda) < 0$. Then as $t$ increases $|e^{\lambda t}|$ is decreasing and hence the orbit of a point $a \in \mathbb{R}^n$ i.e., the curve $t \mapsto F_t(a)$, is approaching zero. (This is clear if $X$ is diagonalizable; for the general case one uses the Jordan canonical form.) Since $F_t$ is linear, for each $t$ we have $F_t(0) = 0$. In this situation, we say 0 is an attracting or stable fixed point.
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Now if all $\Re(\lambda) > 0$, it is clear that each $|e^{\lambda t}|$ is increasing with $t$, and so the orbit of a point under the flow is away from 0. Here, we say 0 is a repelling or unstable fixed point.

For the nonlinear case, we linearize and apply the above results as follows. Let $X$ be a vector field on some manifold $M$. Suppose there is a point $m_0 \in M$ such that $X(m_0) = 0$. Then $F_t$, the flow of $X$, leaves $m_0$ fixed; $F_t(m_0) = m_0$. It makes sense to consider $DX(m_0): T_m M \to T_{m} M$. If $y_1, \ldots, y_n$ is a coordinate system for $M$ at $m_0$, the coordinate matrix expression for $DX(m_0)$ is just $DX(m_0) = (\partial X^i/\partial y^j)(m_0)$. Now, $DX(m_0)$ can be treated as a linear map on $\mathbb{R}^n$ and the same analysis as above applies. Hence $m_0$ is an attracting or repelling fixed point (or neither) for the flow of $X$ depending on the sign of the real part of the eigenvalues of $(\partial X^i/\partial y^j)(m_0)$. However if $m_0$ is attracting (when the real parts of the eigenvalues are $< 0$), it is only near points which $\to m_0$ as $t \to \infty$.

To begin our study of the Hopf theorem, let us consider some physical examples of the general phenomenon of bifurcation. The idea in each case is that the system depends on some real parameter, and the system undergoes a sudden qualitative change as the parameter crosses some critical point. (For research in a slightly different direction and for more examples, consult the papers in Antman-Keller [1] and Zanantonello [1]).

**Example 1.** Consider a rigid rod with force $F$ applied equally at both ends (Figure 3.3). If the force $F$ is small, we observe no change in the rod (except a small compression perhaps). However as the force increases, eventually it will reach a point where the rod suddenly bends.

**Example 2.** (Couette Flow). Suppose we have a viscous fluid between two concentric cylinders (Figure 3.4). Suppose further we forcibly rotate
the cylinders in opposite directions at some constant angular velocity $\rho$ (which is our parameter). For $\rho$ near 0, we get a steady horizontal laminar flow in the fluid. However as $\rho$ reaches some critical point, the fluid breaks up into what are called Taylor cells and the fluid moves radially in cells from the inner cylinder to the outer one and vice versa; Figure 3.5. (Note, that the directions of flow are such that flow is continuous.) We shall discuss this flow at greater length later.

In both of the above examples, we have a situation described by differential equations and at some critical point of the parameter, the given solution becomes unstable and the system shifts to a “stable” solution. This sharp division of solutions is the sort of bifurcation we shall encounter in Hopf’s theorem.

For simplicity, let us consider the case where the underlying space is simply $\mathbb{R}^2$. Let $X_\mu$ be a vector field on $\mathbb{R}^2$ depending smoothly on some real parameter $\mu$. Actually it is convenient to put $X_\mu$ in $\mathbb{R}^3$ by considering the map $\tilde{X}:(x,y,\mu) \to (X_\mu(x,y),0)$. This way we can graph the flow $F_t$ of $X_\mu$ and keep track of the parameter $\mu$. The flow $G_t$ of $\tilde{X}$ is $G_t(x,y,\mu) = (F_t(x,y),\mu)$. Similarly, we consider $X_\mu$ acting on the plane $\mu = \text{const}$ as in Figure 3.6.

Now suppose $X_\mu(0,0) = (0,0)$ for each $\mu$; more generally one could consider a curve $(x_\mu, y_\mu)$ of critical points of $X_\mu$. We can apply the analysis we developed for vector fields, i.e., for each $\mu$, we look at the eigenvalues of $DX_\mu(0,0)$ say $\lambda(\mu)$ and $\bar{\lambda}(\mu)$. (They are complex conjugate.) Note that the eigenvalues depend on $\mu$ and by our earlier analysis of flows, we know the qualitative behaviour of the flow depends on the sign of $\text{Re}(\lambda(\mu))$ and $\text{Re}(\bar{\lambda}(\mu))$ (which are equal in case $\lambda(\mu)$ itself is not real). So if we know how $\lambda(\mu)$ depends on $\mu$ then we can hope to extract some information about the flow near $(0,0)$ as $\mu$ increases. We make these hypotheses:

Suppose $\text{Re}(\lambda(\mu)) < 0$ for $\mu < 0$ and $\text{Re}(\lambda(0)) = 0$ and $\text{Re}(\lambda(\mu))$ is increasing as $\mu$ increases across 0 (Figure 3.7). Also assume that

\[
\begin{array}{c|c|c|c
\end{array}
\]
\[ \lambda(\mu) \text{ is not real and that for } \mu = 0, (0, 0) \text{ is an attracting fixed point for } X \]

(perhaps with a weaker or slower attraction than when \(\text{Re}(\lambda(\mu)) < 0\)).

Now for \(\mu < 0\), we know from the above that the flow is "stable," i.e., points near \((0, 0)\) are carried towards \((0, 0)\) by the flow, as is the case for

\[
\mu < 0
\]

\[
\mu = 0
\]

\[
\mu > 0
\]

**Figure 3.8**

\(\mu = 0\) (only slower) by assumption. The surprising case is the behavior for \(\mu > 0\).

**3.1.1 Theorem (E. Hopf).** In the situation described above, there is a stable periodic orbit for \(X_\mu\) when \(0 < \mu < \varepsilon\) for some \(\varepsilon > 0\). (Stable here means points near the periodic orbit will remain near and eventually be carried closer to the orbit by the flow.)

So as in the examples we get a qualitative change in the stable solutions as \(\mu\) crosses \(0\), from an attracting fixed point at \((0, 0)\) to a periodic solution away from \((0, 0)\). (Figures 3.9, 3.10)

**Figure 3.9**

This theorem does generalize to \(\mathbb{R}^n\) where we can get tori forming as the stable solutions (instead of closed orbits) as further bifurcations take place; see Ruelle-Takens [1] for details.

The proof of the theorem occurs in many places besides Hopf [1]. See, for instance Andronov and Chaikin [1], or Brusinskaya [3]. We have followed Ruelle-Takens [1], correcting a minor error in their 6.1.

Hopf’s theorem is closely related to a linear model used in physics known as the “Turing model.” As D. Ruelle, S. Smale, and P. Hartman have remarked, these sort of phenomena may be basic for understanding a large variety of qualitative changes which occur in nature, including biological and chemical systems. See for instance Turing [1], Selkov [1]. We have examined here only one of many types of possible bifurcations. There are many others which occur in Thom’s theory of morphogenesis (see articles in Chillingworth [1] and Abraham [4] for more details and bibliography). Meyer [1] is representative of the Hamiltonian case.

**3.2 The centre manifold theorem**

This is an important existence theorem which perhaps has been underrated as to its importance. We will first consider the case of flows. Let \(E_x, E_s\), and \(E_z\) be Banach spaces and \(X_t; E_t \rightarrow E_t\) be vector fields such that for each \(t\), \(X_t(0) = 0\). Suppose:

- if \(\lambda\) is in the spectrum of \(DX(0)\), \(\text{Re}(\lambda) < -\delta < 0\)
- if \(\lambda\) is in the spectrum of \(DX(0)\), \(\text{Re}(\lambda) = 0\)
- if \(\lambda\) is in the spectrum of \(DX(0)\), \(\text{Re}(\lambda) > \delta > 0\)

where \(\delta > 0\). For example, let \(E_x = E_z = E_s = \mathbb{R}\) with \(E_x\) the \(x\)-axis, \(E_z\) the \(y\)-axis and \(E_s\) the \(z\)-axis. We get the picture as shown in Figure 3.11 for the linearized fields (i.e., the fields \(DX(0)\)).
3.2.1 Theorem. In the above situation there is an invariant submanifold \( C \) of \((X_1, X_2, X_3)\) in \(E_1 \times E_2 \times E_3\) as shown in Figure 3.12. (Here invariant means that if the flow of \((X_1, X_2, X_3)\) has initial conditions in \( C \), it remains in \( C \) for all time.)

There similarly are stable and unstable manifolds for the vector field, the points of which converge to 0 as \( t \to -\infty \) and \( t \to +\infty \) respectively.

The proof of the theorem for the case of Euclidean space may be found in Appendix C by A. Kelley of Abraham-Robbin [1]. Some discussion is also found in Abraham [2], and Hartman [1]. As far as we know, the general proof has not appeared, but is forthcoming in Hirsch-Pugh-Shub [2]. There is a similar theorem for a map \( V \) (not vector fields) on \( E_1 \times E_2 \times E_3\). Here, as above, we assume \( V(0) = 0 \) or 0 is a fixed point for \( V \) and

3.3 Bifurcation theorem for maps

An application of the centre manifold theory is the following basic bifurcation theorem. We follow a formulation in Ruelle-Takens [1]. Theorems of this type have been discovered by many different authors in various contexts.

3.3.1 Theorem. Let \( H \) be a Hilbert space (or manifold) and \( \Phi : H \to H \) a map defined for each \( \mu \in F \) such that the map \( (\mu, x) \mapsto \Phi(x) \) is a \( C^o \) map, \( k \geq 1 \), from \( \mathbb{R} \times H \) to \( H \), and for all \( \mu \in R \), \( \Phi(0) = 0 \). Define \( L = D\Phi(0) \) and suppose the spectrum of \( L \) lies inside the unit circle for \( \mu < 0 \). Assume further there is a real, simple, isolated eigenvalue \( \lambda(\mu) \) of \( L \) such that \( \lambda(0) = 1 \), \( \lambda'(0) = 0 \), and \( L^2 \) has the eigenvalue 1; then there is a \( C^o \) curve \( l \) of fixed points of \( \Phi(x, \mu) \) near \( (0, 0) \) in \( H \), \( \mu < 0 \). The curve is tangent to \( H \) at \( 0 \) in \( H \times \mathbb{R} \). (Figure 3.14.) These points and the points \( (0, \mu) \) are the only fixed points of \( \Phi \) in a neighborhood of \( (0, 0) \). Moreover these new fixed points are stable (Figure 3.15).
Before sketching the proof of 3.3.1, we give an example which is instructive here (kindly pointed out by Professor Calabi). Consider a circular track free to rotate about a vertical axis and a ball in the track. Suppose we rotate the ring around this vertical axis with angular velocity $\mu$. Then if $\mu$ is small there is just one stable rest solution, namely at the bottom. As $\mu$ increases past a critical value, there appear two additional stable rest solutions on either side of the solution at the bottom which has now become unstable (Figure 3.16). If the stable solution is a height $h_\mu$ from the bottom, observe that $h_\mu$ increases with $\mu$.

In this example, we can let $H$ be a portion of the loop parametrized by the distance $s$ from the bottom, and $\Phi_\mu(s) = \text{the position of the ball after 1 second if starting at } s$. Let $0 = \text{"bottom of the circle,"}$ so $\Phi_\mu(0) = 0$. We then have the picture shown in Figure 3.17. Here the points on $l$ correspond to the fixed point of $\Phi_\mu$ when the ball is at height $h_\mu$.

The idea involved in the proof of the result 3.3.1 is the following. We pick an eigenvector $z$ for $(f_\alpha, 0)$ in $H \times \{0\}$ with eigenvalue one. Thus we get a two-dimensional centre manifold as shown in Figure 3.18. Choose coordinates $\alpha, \mu$ on $C$ determined by: $\mu$ is the coordinate as above, and $\alpha$ is obtained by projection on the eigenvector $z(\mu)$ for $L_\alpha$. Write $\Phi(\alpha, \mu) = (f(\alpha, \mu), \mu)$, $\alpha, \mu \in \mathbb{R}$ so that $f(0, \mu) = 0$, $(\partial f/\partial \alpha)(0, \mu) = \lambda(\mu)$. Set
Let us see briefly how one can recover the Hopf theorem from this result. Indeed, let $\mathcal{D}_\mu: \mathbb{R} \to \mathbb{R}$ be the Poincaré map determined by the flow as shown in Figure 3.19.

Then the appearance of two stable fixed points for $\mathcal{D}_\mu$ as $\mu$ increases (as the theorem gives us) corresponds exactly to an appearance for $X_\eta$ of a stable closed orbit. This is also geometrically clear from this Figure 3.19.

For systems with symmetries, such as Couette flow, it is important to take these symmetries into account when dealing with these bifurcation theorems. See Ruelle [4].

II. APPLICATION TO HYDRODYNAMICS

We now shall apply the machinery of part I to some problems in fluid flow. The first section is devoted to showing that a curve $\eta_t \in \mathcal{D}_\mu$ is a geodesic if and only if the corresponding velocity field satisfies the Euler equation (see the introductory § 2). The method we use is differential geometric as opposed to Arnold's original method which was group theoretical (cf. Arnold [1], and Chernoff-Marsden [1]). We shall then explain the existence theorem and why we gain a technical advantage by working on $\mathcal{D}_\mu$; i.e., in Lagrangian coordinates (see remarks in the introductory § 2). We also shall prove a number of miscellaneous properties of the Euler flow.
This metric $\langle \cdot , \cdot \rangle_s$ just constructed is smooth in this sense: If $B(T\mathcal{D}^s, T\mathcal{D}^s)$ is the tangent bundle of bilinear maps over the tangent spaces of $\mathcal{D}(M)$ (i.e., if $g_s \in B(T\mathcal{D}^s, T\mathcal{D}^s)$ then $g_s: T\mathcal{D}^s(M) \times T\mathcal{D}^s(M) \to \mathbb{R}$ is bilinear), then the map $\eta \mapsto \langle \cdot , \cdot \rangle_s$ is a section of this bundle, and to say the metric is smooth is to say this section is smooth. (Here each fiber of $B(T\mathcal{D}^s, T\mathcal{D}^s)$ has the standard topology put on bilinear maps on normed spaces, and one constructs the bundle as in Lang [1], Ch. III, §4.)

Note. It is not always true that a weak metric yields geodesics. For example, suppose $\mathcal{D}(M)$ is nonempty. Then on $\mathcal{D}(M)$, this weak metric would yield geodesics which would try to cross the boundary of $M$. We shall see this in more detail below.

1.2 The spray on $\mathcal{D}(M)$

In coordinates, one finds geodesics by solving the equation

$$\dot{z}^i = -\sum_{k,l} z^k \Gamma^i_{kl}(z)$$

where the $\Gamma^i_{kl}(z)$ are the Christoffel symbols. This is awkward in infinite dimensions as the geodesic equation would involve infinite sums. So, instead, we use the equivalent but more easily handled notion of a tangent spray.

To do this, recall there is a canonical manifold structure on the tangent bundle of a manifold. Specifically, let $Q$ be a $C^\infty$-manifold, let $(U, \varphi)$ be a chart on $Q$, $V = \varphi^{-1}(U), V \subset \mathbb{R}^n,$ and $\varphi = \varphi^{-1}(m)$. Now $\Phi: U \times \mathbb{R}^n \to T\mathcal{Q}$ defined by the expression $\Phi = (\varphi, D\varphi(v))$ is a chart on $T\mathcal{Q}$ since $D\varphi(x): \mathbb{R}^n \to T\mathcal{Q}$ is an isomorphism. It is easy to check that the collection of such maps form an atlas, and this determines a $C^\infty$ manifold structure on $T\mathcal{Q}$.

Define $T\mathcal{Q} = T(T\mathcal{Q})$ to be the tangent bundle of the manifold $T\mathcal{Q}$. Informally the spray associated to a metric on $Q$ is a vector field $Z: T\mathcal{Q} \to T\mathcal{Q}$ such that the integral curves of $Z$ are the curves in $T\mathcal{Q}$ that are the tangent curves to geodesics. (For a precise definition see Lang [1].) This makes sense since integral curves of $Z$ lie in $T\mathcal{Q}$. The spray can also be defined in terms of Hamiltonian systems, as in Prof. Klingenberg's lectures; see also Abraham [2], and Part III, §1 below.

Now we will define a spray for the metric on $\mathcal{D}(M)$, and give plausible arguments that it is the correct choice. For a more rigorous treatment, see Ebin-Marsden [1]. For the rest of this paragraph suppose that $\mathcal{D}(M) = \mathbb{R}$. The following result is essentially contained in Ebin-Marsden [1].

1.2.1 Theorem. Let $Z$ be the spray of the metric on $M$. Then the spray of $(\cdot, \cdot)$ on $\mathcal{D}(M)$ is given by

$$Z: T\mathcal{D}^s \to T\mathcal{D}^s; \ X \mapsto Z_s * X.$$

If we can show $t \mapsto exp\ tX$ is a geodesic on $\mathcal{D}^s$, then the formula for $Z$ in 1.2.1 follows at once, since for each $m \in M,$ $e(t) = (d/dt)exp\ t(m)$ satisfies $(d/dt)e(t) = Z(e(t)), \ and \ e(0) = X(m).$ Hence to establish 1.2.1 it suffices to establish our assertion concerning the geodesics on $\mathcal{D}^s$.

Of course a fundamental property of geodesics is that they locally minimize length. Suppose we have a family of geodesic curves $t \mapsto \eta(t)(m)$, starting at $m \in M,$ where for $t \in [t_0, t_0]$ near 0, the map $m \mapsto \eta(t)(m)$ is a diffeomorphism so that $t \mapsto \eta_t$ is a curve in $\mathcal{D}^s$. Then since the length of a curve in $\mathcal{D}(M)$ given by our weak metric is the integral over $M$ of the lengths of each curve, $t \mapsto \eta_t(m)$, this integrated length is also minimized. Hence it is reasonable that $t \mapsto \eta(t)$ should be a geodesic on $\mathcal{D}(M)$.
curves \( t \mapsto \exp(tX)(m) \) have all the above properties so \( t \mapsto \exp(tX) \)
should be a geodesic on \( \mathcal{D}(M) \). This concludes our justification of 1.2.1.

1.2.2 Corollary. \( Z \) is a \( C^\infty \) vector field on \( T\mathcal{D}^\theta \).

This is a consequence of the omega lemma since \( Z \) is a \( C^\infty \) map.

Let us consider a simple example. Let \( T^2 \) be the flat 2-torus. Then \( T(T^2) \cong T^2 \times \mathbb{R}^3 \) is also a flat 4-manifold and \( T(T^2) \cong \mathbb{R}^4 \times \mathbb{R}^3 \). In this case the spray for the flat metric is given by

\[
Z: T(T^2) \rightarrow T(T^2): (x, v) \mapsto (x, v, (0, 0, 0, 0)).
\]

The \( x \) in the first coordinate is just the base point of the tangent vector in \( TT^2 \). The \( v \) in the third coordinate is an important formal property

of sprays reflecting the fact that the geodesic equations are “second order” (see Lang [1]) and the \( 0 \) in the last coordinate reflects the fact that the metric is flat, hence each \( T^2 \) flat. In this case the geodesics are of the form \( \eta(t)(m) = m + tX(m) \) (where \( X \in \mathcal{D}(T^2) \) and using the obvious identification). These are straight lines and hence \( \mathcal{D}(T^2) \) is essentially flat. In general, in coordinates \( x = (x^1, \ldots, x^n) \) on a manifold \( M \), we have

\[
Z(x, v) = (x, v, (-\nabla_x v, 0)).
\]

We now consider the metric for \( \mathcal{D}^\theta(M) \subset \mathcal{D}(M) \). Even if \( \mathcal{D}(M) \) is geometrically relatively simple, as above for \( T^2 \), \( \mathcal{D}^\theta(M) \) may be geometrically very complicated. Consider the above example. It should be clear that the diffeomorphism specified by having each point moving along straight lines is generally not volume preserving. See Figure 1.2. So requiring each point on a geodesic in \( \mathcal{D}^\theta \) to be volume preserving must introduce some curvature.

Suppose \( S \) is a submanifold of a Riemannian manifold \( Q \) such that we have an orthogonal projection of \( T_qQ \) onto \( T_qS \) for each \( p \in S \). This gives us a bundle map \( P: TQ \uparrow S \rightarrow TS \) where \( TQ \uparrow S = \{ (p, \eta) \in TQ \mid \eta \in S \} \).

This is of course the situation we have for \( \mathcal{D}(M) \) as a submanifold of \( \mathcal{D}(M) \) where the projection is given by the Hodge theorem (i.e., we project onto the divergent free part of \( X \) for \( X \in T\mathcal{D}(M) \)). In this situation, the following tells us how to put the spray on the submanifold.
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1.2.3 Lemma. If \( Z \) is the spray on \( Q \) then \( TP \cdot Z \) is the spray on \( S \).

This is a standard result in Riemannian geometry. A proof using Hamiltonian theory may be found in Chernoff-Marsden [1].

Now \( Z \) is a vector field on \( TQ \) as is \( TP \cdot Z \) on \( TS \). However their difference, say \( h \), can be identified (technically by means of the vertical lift—see below) with a map of \( TS \) into \( TQ \uparrow S \), which turns out to be (the quadratic part of) the second fundamental form of \( S \) as a submanifold. Specifically for \( v \in TS, h(v) \) is the normal component of \( v, v \). cf. Chernoff-Marsden [1] for details. Thus this difference \( h \) in the sprays tells us, how curved \( S \) is in \( Q \). (More exactly the curvatures on \( Q \) and on \( S \) are related through this second fundamental form by the Gauss-Codazzi equations; cf. Yano [1], p. 94.)

Define

\[
P \circ T\mathcal{D}(M) \rightarrow T\mathcal{D}(M)
\]

by carrying a vector field to its divergent free part. As we mentioned above, this is an \( I^2 \) orthogonal projection so it is orthogonal for the weak inner product on \( T\mathcal{D}(M) \). We define for \( X \in T\mathcal{D}(M) \), \( \eta \in \mathcal{D}(M) \)

\[
P(X) = (P(X - \eta^{-1}) \cdot \eta).
\]

This makes \( P \) right invariant and is correct since the metric on \( \mathcal{D}(M) \) is right invariant as we now show.
1.2.4 Proposition
(i) Let \( \eta \in \mathcal{D}^n(M) \); then \((R_\eta)^* X = X \circ \eta \) (where \( \zeta \in \mathcal{D}^n(M) \), \((R_\eta)^*: T_s\mathcal{D}^n(M) \rightarrow T_{\eta(s)}\mathcal{D}^n(M) \)).
(ii) If \( \eta \in \mathcal{D}^n(M) \) then \(( (R_\eta)^* X, (R_\eta)^* Y )_{\mathcal{D}^n} = (X, Y)_{\mathcal{D}^n} \), where \( X, Y \in T_s\mathcal{D}^n(M) \).

**Proof.** Part (i) has been used before and is easily seen. We will show the second part. Let \( \eta \in \mathcal{D}^n(M) \); then:

\[
((R_\eta)^* X, (R_\eta)^* Y)_{\mathcal{D}^n} = (X \circ \eta, Y \circ \eta)_{\mathcal{D}^n} = \int_M (X \circ \eta(m), Y \circ \eta(m)) \eta_{\mathcal{D}^n}(m) dm = \int_{\mathcal{D}^n(M)} (X(m), Y(m)) \eta_{\mathcal{D}^n}(\eta^{-1})^*(dm).
\]

But, since \( \eta^{-1} \) is volume preserving, \((\eta^{-1})^*(dm) = d\mu \) and \( \eta^{-1}(M) = M \). Hence

\[
((R_\eta)^* X, (R_\eta)^* Y) = \int_M (X(m), Y(m)) \eta_{\mathcal{D}^n}(m) dm = (X, Y)_{\mathcal{D}^n}.
\]

Note that the metric on \( \mathcal{D}^n \) is not right invariant.

Putting all this together we can write down the spray \( S \) on \( \mathcal{D}^n(M) \) using 1.2.3. Namely, for \( X \in T_s\mathcal{D}^n(M) \) we have \( S(X) = TP(Z \circ X) = TP(Z \times X) \). There is a major assumption in writing down this formula. When we write TP, we assume \( P \) is a C\(^\infty\) map. This is not at all obvious since if \( X \in T_s\mathcal{D}^n(M) \), we compose \( X \) with \( \eta^{-1} \), project, and then compose with \( \eta \). As we have seen, composition of \( H^s \) maps is not generally smooth (see Part II, § 2). However, we have this surprising fact.

1.2.5 Theorem. \( P \) is a C\(^\infty\) bundle map. That is: \( P: T_\mathcal{D}^n(M) \rightarrow \mathcal{D}^n(M) \) is C\(^\infty\). Hence the spray \( S \) on \( \mathcal{D}^n \), \( S(X) = TP(Z \times X) \), is also a C\(^\infty\) vector field on \( T_\mathcal{D}^n \).

For a proof see Ebin-Marsden [1]. There is an alternative and perhaps simpler proof to the one in the aforementioned paper. In this proof one defines another metric on \( T\mathcal{D}^n(M) \); namely for \( X, Y \in T_s\mathcal{D}^n(M) \), set

\[
(X, Y) = (X, Y) + (\Delta^s X, \Delta^s Y)
\]
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where (\( \cdot \)) is the \( L^2 \) metric on \( T\mathcal{D}^n(M) \), and \( \Delta \) is the Laplacian. Then extend (\( \cdot \)), to make it right invariant.

It turns out that this metric is smooth and by regularity properties of \( \Delta \) is equivalent to the \( H^s \) metric. Smoothness facts like this again are not obvious but are proven in Ebin [1]. These facts are also useful for other purposes. The Hodge decomposition is then easily seen to be orthogonal in this strong metric (\( \cdot \)) and hence it follows automatically that the projection \( P \) is smooth. Below in § 1.4 we shall give further justification for why the map \( P \) is smooth.

This result 1.2.5 is important for we are going to apply the Picard theorem from ordinary differential equations to the equation:

\[
\frac{dX_t}{dt} = S(X_t) = TP(Z \times X_t)
\]

and this requires that \( S \) is at least a Lipshitz map.

In case \( M \) has boundary, we do not get a spray on \( \mathcal{D}^n \), but we do get one on \( \partial \mathcal{D}^n \). This is basically because \( P \) projects from vector fields sticking out of \( M \), onto vector fields parallel to \( \partial M \). We shall just accept as plausible that this extension can be made.

As mentioned earlier, it is unknown whether \( \mathcal{D}^n(M) \) is geodesically complete. (By results below, this is the same thing as saying solutions to the Euler equations go for all time, and remain in \( H^s \)). Note that this is not equivalent to saying the induced distance metric is complete since the metric is only weak. In fact \( \mathcal{D}^n(M) \) is not complete in this distance sense since the completion of \( \mathcal{D}^n(M) \) under an \( L^2 \) topology is much larger than \( \mathcal{D}^n(M) \). (Presumably it consists of a class of measure preserving maps from \( M \) to \( M \)).

1.3 Derivation of the Euler equations

To show geodesics in \( \mathcal{D}^n(M) \) satisfy the Euler equations, we need to know a bit more about \( T\mathcal{D}^nM \). Let \( \nu: \mathcal{D}^nM \rightarrow M \) be the projection so that \( \nu: T\mathcal{D}^nM \rightarrow DM \). An element \( w \in T\mathcal{D}^nM \) is called vertical if \( \nu(w) = 0 \) (in coordinates this means the third component is 0). Now let \( \nu, w \in T\mathcal{D}^nM \); define the vertical left of \( w \) with respect to \( \nu \) to be

\[
(w)_l^\nu = \frac{d}{dt} (v + tw) \bigg|_{t=0} \in T\mathcal{D}^nM = T\mathcal{D}^nM.
\]

In coordinates this is simply

\[
(w)_l^\nu = (m, v, 0, w).
\]
The proof that geodesics in $\mathcal{SP}_q^d$ yield solutions to the Euler equations essentially is calculations. The idea is to show that if a curve $X_t \in T\mathcal{SP}_q^d$ satisfies the spray equation

$$\frac{dX_t}{dt} = S(X), \quad X_t \in T\mathcal{SP}_q^d(M).$$

Then $X_t$ gives rise to a solution to the Euler equations in a sense explained below. For alternative proofs, see Arnold [1], Marsden-Abraham [1], or Chernoff-Marsden [1]; see also Hermann [1].

1.3.1 Lemma. $Z(X) = Z \circ X = TX \circ X - (\nabla_X X)\big|_X$ for $X \in T\mathcal{SP}_q^d$.

Proof. In coordinates

$$(\nabla_X X)^i = \sum_j X^j \frac{\partial X^i}{\partial x^j} + \sum_k \Gamma^i_{jk} X^j X^k.$$ 

Now

$$(TX \circ X)^i = \sum_j X^j \frac{\partial (TX)}{\partial x^j} = (TX \circ X)_i - \sum_k \Gamma^i_{jk} X^j X^k.$$ 

This then puts the right expressions in the fourth component. ■

Note that both $TX \circ X$ and $(\nabla_X X)\big|_X$ are elements of $T_X\mathcal{SP}_q^d$. The latter is by construction of the vertical lift. To see this for $TX \circ X$, let $\pi_1: TM \to T\mathcal{SP}_q^d$ be the projection; then since $\pi_1 \circ TX = X \circ \pi$ we have

$$\pi_1 \circ TX = X \circ \pi = X$$

since $\pi$ is the identity.

As we observed in 1.2.2, the map $X \mapsto Z \circ X$ (for $X \in T\mathcal{SP}_q^d(M)$) is $C^\infty$. Hence even though $TX \circ X$ and $\nabla_X X$ are only $H^{r-1}$, their difference must be $H^r$.

1.3.2 Lemma. Let $\sigma$ and $X$ be in $T\mathcal{SP}_q^d(M)$ then $TP(\sigma)_X = (P(\sigma))_X$.

Proof. Since $P$ is linear on each fiber and $P(X) = X$, we get

$$(P(\sigma))_{P(X)} = \frac{d}{dt} (P(X) + TP(\sigma)_X)\big|_{t=0}$$

$$= \frac{d}{dt} P(X + t\sigma)\big|_{t=0}$$

$$= TP\left(\frac{d}{dt} (X + t\sigma)\right)\big|_{t=0}$$

$$(\text{chain rule})$$

$$= TP(\sigma)_X.$$ ■

1.3.3 Lemma. Let $\eta \in \mathcal{SP}_q^d$ and $X \in T\mathcal{SP}_q^d(M)$; then $TP(T(X \circ \eta)^{-1} \circ X) = (TP(P(\eta)\circ X)^{-1} \circ X).$

Proof. Let $X_t$ be its flow (or any curve tangent to it). Let $G_t = (X \circ \eta)^{-1} \circ F_t$, then $G_0 = X \circ \eta^{-1}$ and $(dG_0/dt) = (X \circ \eta)^{-1} \circ (X \circ \eta^{-1})$. Thus we get

$$TP(T(X \circ \eta)^{-1} \circ X) = \frac{d}{dt} P(\eta)_X\big|_{t=0}$$

$$= \frac{d}{dt} (P(\eta) \circ F_t)|_{t=0}$$

$$= TP(P(\eta) \circ X)^{-1} \circ X.$$ ■

1.3.4 Proposition. The spray on $T\mathcal{SP}_q^d$ is given by

$$S(X) = (TX \circ \eta)^{-1} \circ X = (P(\nabla_X \eta^{-1}) \circ X \circ \eta^{-1})$$

where $X \in T\mathcal{SP}_q^d(M)$.

Proof. This follows directly from the above lemmas. ■

So now that we have an explicit formula for the spray, let us inspect the Euler equations. Recall from the introductory § 2 that these describe the time evolution of the velocity vector field on $M$. The equations are written out in Euclidian coordinates and are equations involving elements of $T\mathcal{SP}_q^d(M)$. The spray on the other hand is a map on all of $T\mathcal{SP}_q^d(M)$. The integral curves of the spray are the velocities written in Lagrangain coordinates. So if $X_t \in T\mathcal{SP}_q^d(M)$ is an integral curve of the spray, one would hope the pullback of $X_t$, i.e., $X_t \circ \eta^{-1} \in T\mathcal{SP}_q^d(M)$, would be a solution of the Euler equations.

The vector field $v(\tau) = X_t \circ \eta^{-1}$ is more carefully justified as follows. We want $v$ to be the flow of $v$, so this means that

$$\frac{d}{dt} \eta^{-1}(m) = \eta^{-1}(v(m)).$$

Since we are dealing with geodesics and hence $(dv/dt) = X$, we get the desired relation $v_\tau = X_t \circ \eta^{-1}$.

It turns out, as we shall see momentarily, that the derivative loss of the Euler equations occurs in this pullback operation (or "coordinate change").

We are interested in computing $(dv/dt)$, and so we need this lemma.
1.3.5 **Lemma.** We have:

\[
\frac{dt}{dt} = \frac{d}{dt} (X_t \cdot \eta_t^{-1}) = DX_t \cdot \eta_t^{-1} - TX_t \cdot T\eta_t^{-1} \cdot X_t \cdot \eta_t^{-1}.
\]

**Proof.** This follows by differentiating both places \( t \) occurs, using the chain rule and the formula

\[
\frac{d}{dt} (\eta_t^{-1}) = -T\eta_t^{-1} \cdot \frac{dt}{dt} \cdot \eta_t^{-1}.
\]

The last formula follows from the chain rule applied to \( \eta_t \cdot \eta_t^{-1} = id. \)

So, putting this together, we get:

\[
\frac{dt}{dt} = S(X_t) \cdot \eta_t^{-1} - T(X_t \cdot \eta_t^{-1}) \cdot X_t \cdot \eta_t^{-1}.
\]

Now using 1.3.4, this becomes \( -\langle p, V_v \rangle \cdot \eta_t^{-1} \). Note especially the cancellation of the \( TB \cdot \eta_t \) terms which has occurred. But as we recall \( P_v(\nabla_v, v_\rho) = \nabla_v p_\rho - \nabla p_\rho \) where \( p \) is a smooth function. We can identify

\( P_v(\nabla_v, v_\rho) \) with \( P_v(\nabla_v, v_\rho) \) (since \( dv/dt \) really stands for its vertical lift) and hence get the Euler equations

\[
\frac{dt}{dt} = -\nabla_v p_\rho + \nabla p_\rho,
\]

or

\[
\frac{dt}{dt} + \nabla_v p_\rho = \nabla p_\rho.
\]

(The minus sign on the pressure can be recovered by using \( -p_\rho \).) Thus we have proved:

1.3.6 **Theorem.** If \( X_t \) is an integral curve of the spray on \( \mathcal{D}_v^\rho \), its pullback \( v_t = X_t \cdot \eta_t^{-1} \) does satisfy the Euler equations. In other words, \( \eta_t \) is a geodesic on \( \mathcal{D}_v^\rho \) iff its velocity field satisfies the Euler equations.

By inspecting the above calculation it becomes clear where the derivative loss occurs. If \( X_t \) is an \( H^2 \) vector field on \( M \), we know \( S(X_t) \) is an \( H^2 \) vector field on \( TM \). However it is the sum of two \( H^2 \) vector fields on \( TM \). The top derivatives cancel, but when this is pulled back to Eulerian coordinates one of these terms disappears, namely \( TX_t \cdot X \) and so what we are left with is one of the \( H^1 \) summands.

All of the above goes through for manifolds with boundary since the
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Hodge theorem projects vector fields at the boundary onto those which are tangent to the boundary as mentioned before.

As a consequence of these calculations we have this theorem.

1.3.7 **Theorem.** Given \( v_\rho \in T_v \mathcal{D}_v^\rho \) there is an \( \varepsilon > 0 \) and a unique vector field \( v(t) \in T_v \mathcal{D}_v^\rho \) for \( -\varepsilon < t < \varepsilon \) which satisfies the Euler equation. Moreover, these solutions \( v_t \) depend continuously on the initial data \( v_\rho \).

**Proof.** From 1.3.4 we see that the theorem is equivalent to finding short-time solutions to the geodesic spray on \( \mathcal{D}_v^\rho \). But since \( \mathcal{D}_v^\rho \) is a Hilbert manifold and the spray is smooth (1.2.4) the existence follows immediately from standard results on ordinary differential equations (see Lang [1]).

The continuous dependence on initial conditions follows from the fact that the pullback \( v_t = X_t \cdot \eta_t^{-1} \) involves left composition so it is continuous but not smooth. The initial condition for the spray on \( \mathcal{D}_v^\rho \) is an element of \( T_v \mathcal{D}_v^\rho \) since we are interested in flows in \( \mathcal{D}_v^\rho \) starting at the identity.

This existence theorem has been proved in weaker forms by Lichtenstein [1] and Guinney [1]. The general case of manifolds with boundary is due to Ebin-Marsden [1].

The flow in Lagrangian coordinates is \( C^0 \). In Euler coordinates, let \( E_t(v_\rho) = v_t \) be the solution flow. Then for fixed \( t, E_t \) is a smooth map, although this is not obvious from what we have proven so far. However it is not difficult to prove: \( TE_t \) is just the pull back of the tangent to the flow of \( S_t \) which we know is smooth. Such smoothness properties are sometimes important in applications; cf. Bardos-Tartar [3] and Foias-Prodi [1]. For general properties of flows smooth for fixed \( t \), see Chernoff-Marsden [2]. See also Marsden [3, 4].

1.4 Discussion of the existence theorem

The proof of Theorem 1.3.7 is based on the existence of integral curves for the spray \( S \). This in turn follows from the fundamental existence theorem for ordinary differential equations. Recall that this theorem is proven by showing an iteration (called Picard iteration) always yields solutions. So, by inspecting the above proof it should be possible to find an approximation procedure which converges to solutions.

This in fact, points out an essential difference between working with the whole spray and working with its pullback \( P_v(\nabla_v) \). The Picard method
will not in general converge for the pullback even though it works for the spray.

As an aside, this particular trick of using a spray on $S^*_n$ finding solutions and then pulling back will only work when the nonlinear term is of the form $\nabla_X p$. For other systems one would have to modify the procedure.

One of the crucial steps in the proof was the smoothness of the projection $P: T^{\mathcal{P}}(M) \rightarrow \mathcal{P}_n^s$, which entailed smoothness of the spray $S$ on $S^*_n$. Let us try to see why this is. Recall that $S(X) = TX \times X = P_X(\nabla_X X)$ is the spray on $S^*_n$ while $Z(X) = TX \times X - \nabla_X X$ is the spray on $S^*$. %

Since $Z$ is smooth, then (smoothness of $S$ implies that) $S - Z$ is smooth. Now this difference is

$$\nabla_X X - P_X(\nabla_X X) = \text{grad} p.$$  

So if $X$ is an $H^n$ vector field, this implies in particular that grad $p = \text{gradient part of } \nabla_X X$ is $H^n$; this of course is not obvious since $\nabla_X X$ is only $H^{n-1}$.

1.4.1 PROPOSITION. Let $X \in T^{\mathcal{P}}_n$, so that $X$ is $H^n$, $\Delta X = 0$. Now let $\nabla_X X = Y + \text{grad} p$ be the Hodge decomposition of $\nabla_X X$. Then grad $p$ is $H^n$ and not merely $H^{n-1}$.

We will show this over the flat $n$ torus $\mathbb{T}^n$ (the general case is similar). Note $T(\mathbb{T}^n) = \mathbb{T}^n \times \mathbb{R}^n$ so we have a global orthonormal frame field on $\mathbb{T}^n$. Then we have the coordinate expression

$$(\nabla_X X^i) = (X \cdot \nabla)X^i = \sum_{j=1}^n X^j \frac{\partial X^i}{\partial x^j}$$

and so

$$\Delta p = \delta dp = \delta \nabla_X X =$$

$$= \sum \frac{\partial}{\partial x^i} \left( X^i \frac{\partial X^i}{\partial x^j} \right)$$

$$= \sum \frac{\partial X^i}{\partial x^j} \frac{\partial X^i}{\partial x^j} + X^i \frac{\partial^2 X^i}{\partial x^j \partial x^j}.$$  

But $\sum \frac{\partial X^i}{\partial x^j} \frac{\partial X^i}{\partial x^j} = 0$ since $\nabla X = 0$ by assumption. Thus $\Delta p =\sum (\partial^2 X^i/\partial x^j \partial x^j) \cdot (\partial X^i/\partial x^j)$ which is an $H^{n-1}$ function on $\mathbb{T}^n$ since it only involves only first derivatives of $X$. This implies, by the regularity of the Laplacian, that $p$ is an $H^{n-1}$ function on $\mathbb{T}^n$. Hence grad $p$ is an $H^n$ vector field. The crucial point, of course, was that the top order term in $\Delta p$ dropped out. %

This shows the map $X \mapsto \text{grad} p$ maps $T^* S^*_n$ to itself. This does not prove the map is smooth, but it does make it reasonable since the range space does not have a weaker topology than the domain space. This proof can also be made to work for manifolds with boundary.

The grad $p$ term has geometric significance. It is, being the difference of the sprays, essentially the second fundamental form of $S^*_n$ as a submanifold of $S^*$. It therefore tells us (via the Codazzi equation) how curved a submanifold $S^*_n$ is.

Suppose $Q = R$ is a submanifold. A geodesic in $Q$ may not be one in $R$ since the sprays are different. Intuitively it takes extra force to constrain a geodesic to $Q$. This force is clearly given by the difference of the sprays (since force is acceleration). So the grad $p$ term measures the “force” the fluid experiences by being constrained to $S^*_n$. If there were no pressure term, the particles of the fluid would follow geodesics on $M$ and the resulting motion would not necessarily be volume preserving. Thus grad $p$ may be viewed as a force of constraint necessary to keep things volume preserving in the same way that the centrifugal force is the constraint force (i.e., second fundamental form) for circular motion in the plane.

1.5 Kelvin Circulation Theorem

This is a standard classical theorem of hydrodynamics that is very easy to prove in our context. It says the amount of circulation about any closed loop is constant in time.

1.5.1 Kelvin Circulation Theorem. Let $M$ be a manifold and $I \subset M$ a smooth closed loop i.e., a compact one manifold. Let $u_t$ be a solution to the Euler Equations on $M$ and $l(t)$ be the image of $I$ at time $t$ when each
particle moves under the flow $\eta$, i.e., $R(t) = \eta(t)$. Then
\[
\frac{d}{dt}\int_{\Omega} \eta_t \, \d\Omega = 0 \quad (\eta_t \text{ is the one form dual to } u_t).
\]

Proof. We have the identity $L_u \eta = \nabla \cdot u + \frac{1}{2} d(\eta, u)$ valid for any vector field $u$ on the manifold $M$. We leave the verification as an exercise.

Then, identifying the differential forms with their dual vector fields, we find $P_u(\nabla \eta) = P_u(\nabla, u)$ since $P_u$ annihilates exact forms.

So, substituting into the Euler equations, we get the following alternative form:
\[
\frac{\partial \eta}{\partial t} + P_u(\eta, \nabla \eta) = 0.
\]

Let $\eta_t$ be the flow of $u_t$. Then $R(t) = \eta(t)$, and so changing variables,
\[
\int_{\Omega} \eta_t = \int_{\Omega} \eta_t(\xi, t)
\]

which becomes, on carrying out the differentiation,
\[
\frac{d}{dt}\int_{\Omega} \eta_t = \int_{\Omega} \eta_t(\nabla \cdot u_t) + \eta_t \frac{\partial \eta}{\partial t}.
\]

Let $P_u(\nabla \eta) = L_u \eta_t = \text{grad } q$. By Stokes theorem $\int_{\Omega} \text{grad } q = 0$, so
\[
\frac{d}{dt}\int_{\Omega} \eta_t = \int_{\Omega} \eta_t \left( L_u \eta_t + \frac{\partial \eta_t}{\partial t} - \text{grad } q \right) = 0.
\]

In practical fluid mechanics, this is an important theorem. One can obtain a lot of qualitative information about specific flows by following a closed loop throughout time and using the fact the circulation is constant. In a similar way, one can show directly that the energy $\int (u, u) \, \d\mu$ is constant in time.

1.6 Steady Flows

A flow is steady if its vector field satisfies $(\partial u_t/\partial t) = 0$; i.e., $u$ is constant in time. This condition means that the "shape" of the fluid flow is not changing. Even if each particle is moving under the flow, the global configuration of the fluid does not change.

Not much is really known about steady flows, their stability, or what initial conditions result in steady flows. We should mention, however,
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that for viscous flow quite a bit more is known. See for example Ladyzhenskaya [2] and Finn [1]. There are some elementary equivalent formulations of the Euler problem.

1.6.1 Proposition. Let $u_t$ be a solution to the Euler equations on a manifold $M$ and $\eta_t$ its flow. Then the following are equivalent:

1. $u_t \in T_{\eta_t}^* M$ yields a steady flow (i.e., $(\partial u_t/\partial t) = 0$)
2. $\eta_t$ is a one parameter subgroup of $\mathcal{P}_M(M)$
3. $\eta_u \rho$ is an exact form
4. $\eta_u \omega$ is an exact form.

The proof should be clear; cf. the proof of 1.5.1.

It follows at once from (4) that if $u_t \in T_{\eta_t}^* M$ is a harmonic vector field; i.e., $u_t$ satisfies $\delta u_t = 0$ and $\Delta u_t = 0$ then it yields a stationary flow. Also it is known there are other steady flows for manifolds with boundary. For example, on a closed 2-disc, with polar coordinates $(r, \theta)$, $v = f(r) \partial \theta$ is the velocity field of a steady flow because
\[
\nabla v = -\nabla p, \quad \text{where } p(r, \theta) = \int_0^\theta f(s) \, ds.
\]

Clearly such a $v$ need not be harmonic.

It would also be interesting to see if $\mathcal{P}_M$ has any closed geodesics. Perhaps the methods in Klingenberg's lectures could be modified. Actually of more physical interest would be periodic solutions to the Euler equations: $u_{t+\tau} = u_t$. In terms of the geodesic $\eta_t$ this means not that $\eta_t$ is periodic, but only $\eta_{t+\tau} = \eta_t \circ \eta_{\tau}$ for all $\tau \in \mathbb{R}$.

1.7 Compressible Flow

From the previous discussions of geodesics on $\mathcal{P}_M(M)$ and $\mathcal{P}_M^*(M)$ it follows that the pull back of the geodesics on $\mathcal{P}_M(M)$ yields the equation
\[
\frac{\partial u_t}{\partial t} + \nabla \cdot u_t = 0.
\]

Here we assume $\partial M = \emptyset$. Also we have from our explicit formula for geodesics on $\mathcal{P}_M$, an explicit solution to this equation:
\[
u(t, x) = \left( \frac{d}{dt} \exp_{x} u_0(x) \right) \cdot \left[ \exp_{x} u_0(x) \right]^{-1}
\]

where the $\left[ \exp_{x} (u_0(x)) \right]^{-1}$ term is the pullback to $T_{\nu} \mathcal{P}_M(M)$ and the inverse is with respect to the map in $x$. This of course is undefined where the map
solution to the equation \( \partial u_t / \partial t + \nabla u \cdot u = 0 \), given explicitly above, and let \( F_t \) be the Euler flow on \( TSC^p(M) \), \( P_t \) is as usual the Hodge projection on \( TSC^p(M) \) to \( TSC^p(M) \).

1.8.1 Theorem. We have the formula

\[
E_t(u_0) = \lim_{n \to \infty} (P_n \circ F_{n/t})^n(u_0)
\]

as long as \( E_t(u_0) \) exists.

As we noted above, we have an explicit formula for \( F_t \) and \( P_t \) is a bounded linear operator which can be written down using Green’s operators, as in Part I, § 1, so this formula gives us real information about the Euler flow.

This theorem is hard to prove directly but is fairly easy if we transfer to \( SC^p(M) \), since the sprays are \( C^\infty \) there. One need first consider the spray \( TP \times \mathbb{R} \) on \( TSC^p(M) \) and pullback to \( TSC^p(M) \). Here \( K(t) = P \circ F_t \).

Product formulas like the above have several technical applications.

For example, they can be used to study viscous flow and the limit of zero viscosity. See Ebin-Marsden [1], [2] and § 3 below. These formulas have been found to be efficient in actual numerical computations; see Chorin [2]. See also Temam [1] for some related ideas.

Smoothness of the spray on \( SC^p \) implies that the geodesic exponential map on \( SC^p \) is \( C^\infty \); \( PSC^p \to SC^p \). Now \( D_p \) maps \( TSC^p(M) \) to \( TSC^p(M) \) (this is an identity on \( TSC^p(M) \) which is correct since \( TSC^p(M) \) is a linear space). In fact \( D_p \) is the identity and so is an isomorphism (compare Lang [1]). Hence we can apply the inverse function theorem to \( P \), and conclude that it is a diffeomorphism from a neighborhood of \( 0 \) onto a neighborhood of \( \epsilon \) in \( SC^p \).

In other words, there is a neighborhood \( U \) of \( \epsilon \) in \( SC^p(M) \) and \( \epsilon > 0 \) such that for \( \eta \in U \), there is a unique vector field \( u_\epsilon \) on \( M \) with \( \delta u_\epsilon = 0 \) on \( M \) and \( u_\epsilon \) tangent to \( \partial \) \( M \). In fact \( D_p \) is the identity and so is an isomorphism (compare Lang [1]). Hence we can apply the inverse function theorem to \( P \), and conclude that it is a diffeomorphism from a neighborhood of \( 0 \) onto a neighborhood of \( \epsilon \) in \( SC^p \).

Intuitively, this says one can go from one state of a fluid to another nearby state by going through a uniquely determined Euler flow. Some ideas related to this and regularity discussed in § 2 below were abstracted by Omori [2].

2. The global (all time) existence problem and
Lawry’s criterion

As discussed above, the all time existence problem for the Euler equations is equivalent to the problem of whether or not \( SC^p(M) \) is geodesically
complete. This problem is trivial if the dimension of \( M \) equals one since divergence free vector fields are then constant. If \( \dim(M) = 2 \), the problem has been solved and is nontrivial. In 1933, Wollbner [1] proved that the Euler equations have global solutions and hence that \( \mathcal{D}(M) \) is geodesically complete when \( \dim(M) = 2 \). Judowich [2] made this earlier result more precise. In 1967, Kato [1] found a shorter, more elegant proof of this fact using the Schauder fixed point theorem. However, all of the later proofs are based on a key estimate already found in Wollbner’s 1933 paper. The viscous case was treated by Leray in the early 1930’s and will be discussed below. As stated above, it is unknown whether \( \mathcal{D}(M) \) is geodesically complete when \( M \) is a 3-manifold. The basic difference between the 2 and 3 dimensional cases will be discussed below. We shall now consider all these problems in a bit more detail.

2.1 Sufficient conditions for extendability of Euler solutions

Recall from the standard extendability of solutions theorem in ordinary differential equations that the length of time that solutions can be extended varies inversely with the norm of the derivative of the vector field and if the derivative is bounded globally then the solutions will go for all time; see Lang [1]. This is the same sort of argument used for extending solutions of the Euler equations for all time. This is not surprising since the geodesic equations on \( \mathcal{D}(M) \) are ordinary differential equations.

We first want to recall the following.

2.1.1 Lemma. Let \( G \) be a \( (\text{finite dimensional}) \) Lie group with \( (, ) \) a right invariant Riemannian metric. Then \( G \) is geodesically complete.

Proof. It is enough to consider geodesics starting at the identity \( e \), by right invariance. Now from the local existence theorem given \( \varepsilon > 0 \), there is \( \varepsilon > 0 \), then the geodesic starting in direction \( \xi \) exists for a time interval \([-\varepsilon, \varepsilon]\) (cf. Lang [1], Ch. 4, § 3). Now let \( \varphi(\varepsilon) = \xi \). Let \( \varphi(\varepsilon) \in T_{\varphi(\varepsilon)} G \). By right invariance, if we look at the geodesic starting in direction \( T_{\varphi(\varepsilon)} \xi \) \( \in T_{\varphi(\varepsilon)} G \) where \( K_{\varphi(\varepsilon)} \) is right translation by \( g^{-1} \), and \( \xi \) back to \( g(\varepsilon) \), we get the geodesic starting in direction \( \varepsilon \). But by our above remarks, this geodesic exists for a time \( \varepsilon \) as well. Continuing the process, we see that the geodesic can be infinitely extended. ■
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This does not work for the Euler equations because the Euler equations have an existence time dependent on the \( H^s \) structure, whereas the metric is an \( L^2 \) metric. Nevertheless, the argument can be used as the basis for the following.

2.1.2 Theorem. Let \( v_0 \) be an \( H^s \) Euler vector field on a manifold \( M \) defined for \( t \in [0, T) \) (since the flow is reversible we could use \( (-T, T) \) here). Then if there is a \( K \in \mathbb{R}^+ \) such that the \( C^\infty \) norm of \( v_0 \) is bounded by \( K \) for all \( t \in [0, T) \) then \( v_0 \) can be smoothly extended past \( T \) in \( H^s \).

Proof. For simplicity we will use \( \|v_0\|_{L^1} \leq K \) \( \varepsilon > n/2 + 1 \). This is a slightly weaker result. (The general case will be discussed later.) Let \( v_0 \in T_0 \mathcal{D}(M) \), and let \( \eta_0 \) be the geodesic on \( T_0 \mathcal{D}(M) \). Let \( v_0 \) be its base point. As in 2.1, given \( K \) there is an \( \varepsilon > 0 \) such that \( \eta_0 \) exists for time at least \( \varepsilon \) provided \( \|v_0\|_{L^1} \leq K \). Now use the same right translation argument as above to conclude that \( v(t) \) can be extended beyond time \( T \). ■

It should be noted that if we had the same theorem using the \( L^1 \) norm, we could immediately conclude that \( \mathcal{D}(M) \) is geodesically complete.

As an obvious corollary to the above theorem we know that if, for an Euler vector field \( v_0 \), \( \|v_0\|_{L^1} \) is uniformly bounded for all time then it generates an Euler flow for all time (or equivalently the geodesic flow \( \eta \), based on \( v_0 \) goes for all time). Another corollary of the \( C^\infty \) theorem is the following regularity theorem.

2.1.2 Corollary. If \( v \in T_0 \mathcal{D}(M) \) is actually a \( C^\infty \) vector field and \( v_0 \) is an \( H^s \) Euler vector field, \( s > (n/2) + 1 \), such that \( \eta_0 = v_0 \), then \( v_0 \) is a \( C^\infty \) vector field.

Proof. One simply applies the theorem to any \( s' > (n/2) + 1 \) to show \( v_0 \) is an \( H^{s'} \) vector field for each \( s' \), since the \( C^\infty \) norm is bounded on any finite \( t \)-interval of existence. Also note that the time of existence of \( v_0 \) is independent of \( s' \) and in particular does not approach \( 0 \) as \( s' \) approaches infinity. ■

Note. A different proof of this appears in Ebin-Marsden [1], § 12.

If \( M \) is a manifold with boundary, one must be careful about what
happens at the boundary, but the result remains valid in that case (again see above).

Because of special properties of 2-manifolds, we can essentially find $C^1$ bounds on the vector field and thereby prove that solutions do go for all time in this case. The basic reasoning behind this is as follows. Let $v_1$ be an Euler vector field and $\eta_1$ its flow. Now $d\eta = \omega(t)$ corresponds to the curl of $v_1$ (which is the vorticity of the flow). From $\frac{\partial \eta_1}{\partial t} + L_1 \eta_1 = -d\eta$, we get $(d\omega_1 \eta_1) + L_2 \omega = 0$ by applying the exterior derivative $d$. It follows from this that $\omega(t) = (\eta_1^{-1})^\ast \omega(0)$. Now since $\eta_1^\ast$ is volume preserving and $\omega(t)$ is a (time dependent) 2-form identical with a function, we get $\omega(t) = (\eta_1^{-1})^\ast \omega(0) = \omega(0) * \eta_1^{-1}$. This last calculation shows that the $C^0$ norm and all $L^p$ norms of $\omega(t)$ are constant in time. In particular, since $\omega = dv$, this allows us to make global estimates on the derivatives of $v_1$, which is what is needed for the all-time problem. This is just the basic idea, although the details are more involved. Indeed one can really only directly estimate the $C^0$ norm for $\alpha < 1$, the case $\alpha = 1$ being delicate.

The conservation of vorticity is simply the two dimensional case of the Kelvin Circulation Theorem, since vorticity at a point $p$ in a two manifold can be thought of as the mean circulation about a circular loop centered at $p$.

It seems unlikely that this sort of approach, (i.e., finding bounds on the derivatives) will work for dimension $\geq 3$. In fact there are examples of 3-dimensional flow for which the vorticity grows without bound. A good deal of effort has gone into this without significant results.

2.2 Viscous flow

Viscosity is internal friction of the fluid and friction between the fluid at the boundary. When one stirs up some fluid, it is its viscosity which makes it eventually slow down. Since friction absorbs energy, it is often easier to prove existence of viscous flows, since this allows us to more easily find bounds on the $H^p$ norms of the vector fields. Intuitively, since viscosity makes fluid effects dissipate, viscous flows are, in a sense, bounded by Euler flows. Viscous flow is often described by the Navier-Stokes equations:

$$\frac{\partial v_1}{\partial t} - \nu \nabla^2 v_1 + (v_1 \cdot \nabla)v_1 = -\text{grad } p_1$$

N.S.:

$$\text{div } v_1 = 0$$

$$v_1 = 0 \text{ on boundary of } M$$

Here $\nu > 0$ and is called the viscosity of the fluid and is usually assumed to be constant. Because of the Laplacian term, one only expects solutions for $t \geq 0$. Also since the Euler part conserves the $L_2$ norm, it is easy to check that for a solution of the Navier-Stokes equations the $L_2$ norm is decreasing.

These equations are usually defined for a region $\Omega \subset R^n$. If the metric is not flat, we need a modified Laplacian which involves the curvature of the metric. Note also that the boundary conditions are different than those of Euler flow. Here we specify that the fluid does not move at the boundary (this is the "no-slip" condition). This is what actually happens in practice. Consider a situation where a viscous fluid (in fact, water will work) is flowing down a pipe and suppose when the water is not moving we introduce a dye orthogonal to the flow as shown in Figure 2.1.

![Figure 2.1](image)

When the fluid is moving, one observes the situation in Figure 2.2.

![Figure 2.2](image)

The Navier-Stokes equation $[(\partial v_1/\partial t) - \nu \nabla^2 v_1 + (v_1 \cdot \nabla)v_1 = -\text{grad } p_1]$ is derived from the assumption that the internal stress exerted on the fluid depends linearly on the deformation and is independent of position and direction (see Serrin [4]). If one only assumes that the stress depends continuously on the deformation (rather than linearly) then one can show this dependence is at worst quadratic. Engineers, when working with the Navier-Stokes equations on a specific problem pick a distance scale $d$ (which may be the diameter of a pipe, say) a velocity scale $V$ like the max of the initial velocity field and define $\tilde{d} = (V/d)v_1$; this is the Reynolds number and is dimensionless. Then they use $(\partial \tilde{v_1}/\partial t) - (1/\tilde{d})\nabla^2 \tilde{v_1} + (\tilde{v_1} \cdot \nabla) \tilde{v_1} = -\text{grad } \tilde{p_1}$. Note that if we rescale $v_1$ by $V$, the coordinates by
d and the time by \( dV \) we get another solution with the new value of \( \mathcal{R} \). All of this is important in order to understand much of the following.

As stated earlier, the Navier-Stokes equations are sometimes easier to work with than the Euler equations. This is because the \(-\nabla p \cdot v\) term tends to slow the fluid down and thereby makes it less likely it will run into a singularity. In fact in order to keep a viscous fluid moving, one has to keep pumping in energy (in Couette flow, for example, we move the boundaries).

It is surprising, but true, that steady pumping of energy does not really affect the difficulty in dealing with the possible development of singularities of the flow in the mathematical theory.

It is known that the Navier-Stokes equations have short-time solutions, but it is unknown whether these solutions extend for all time over 3-manifolds for all choices of initial data. There are three basic results on the Navier-Stokes equations in three dimensions.

(a) There are weak (as in the sense of distributions) solutions which go for all time \( t \geq 0 \). These solutions are only \( L^2 \) flows and they are known not to be unique! (Ladyzhenskaya [3]) So this theorem fails to specify the flow of the fluid. This theorem is due to E. Hopf [3] in 1950. A proof may be found in Ladyzhenskaya [2].

(b) If

\[
\|v_0\|_{L^2} \left\| \frac{\partial v}{\partial t} \right\|_{L^2} \leq C v^3
\]

(where \( C \) is a constant depending on the region \( \Omega \) then these initial conditions yield smooth solutions for all \( t \geq 0 \). This theorem is due to Kiselev-Ladyzhenskaya [1].

Intuitively, it says if the fluid is not flowing very fast initially then the flow will not have a singularity. (It is probably too slow for the interesting case of turbulence.) This is not surprising considering our earlier observations about the Navier-Stokes equations. It might be mentioned that this theorem only works for dimension \( \leq 4 \); cf. Serrin [3].

The above two results may lead one to speculate that if \( \|v_0\|_{L^4} \) is too large, the Navier-Stokes equations quickly break down and this is the source of the nonuniqueness in the weak solutions, as well as turbulence. Actually this seems unlikely, but is not fully settled yet. This is discussed more fully under the section on turbulence.

(c) For fixed initial data, the time of existence is \( \geq C r \) where \( C \) is a constant. (Ladyzhenskaya [2].)

Now this seems to imply that as \( r \to 0 \), the equations do not have solutions. But, at least for manifolds without boundary, when \( r = 0 \), the equations reduce to the Euler equations, which we know have solutions.

Later however, we shall show that if \( \partial M = \varnothing \), strong, i.e., sufficiently smooth, solutions of the Navier-Stokes equations have an existence time independent of \( r \) and do converge to Euler flows as \( r \to 0 \).

The two dimensional situation is more satisfactory. There one does have global existence of smooth solutions. This is due to Leray [2] and Ladyzhenskaya [1].

In case of no boundaries, one can use the Trotter product formula to study solutions of the Navier-Stokes equations (see p. 194 above). One considers the equations as the sum of the Euler equations and the heat equation. For example, this can be used to show convergence of the solutions as \( r \to 0 \) (see Ebin-Marsden [1, 2] and below), and might be useful in trying to show that the set of time \( T \) solutions is dense (see Marsden [2] and Bardos-Tartar [1]).

2.3 Some examples

Some three dimensional examples may help outline some of the difficulties and why the three dimensional case is essentially different than the two dimensional case.

1. The tornado. Here we can assume \( r = 0 \). A "tornado" is a rotational (spiral) flow whose radius is decreasing and whose height is increasing. By conservation of angular momentum (or Kelvin's Circulation Theorem) the decrease in radius leads to an increase in angular velocity (this is what seems to cause the high wind speeds in these storms). The height increasing causing a diameter decrease occurs because of incompressibility.

A possible singularity in this flow would arise if the radius went to zero.
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(and the velocity to infinity) in a finite time. However, one can prove the radius cannot reach zero in a finite time.

2. The airplane wing. If an airplane is flying at a constant velocity, assume the flow across the wing is time independent (i.e., it is a steady flow). One finds experimentally that the flow goes over the middle of the wing, but around the edge. This is called the "edge effect." See Figure 2.4. If we look on a sheet behind the airplane wing (possibly with smooth, rounded edges) one finds an apparent discontinuity in the flow between that below and above the sheet. It is unknown whether this is a real discontinuity in the solution to the Navier-Stokes equations. This may lead to a counter-example to the all-time existence problem. More precisely, if one sets up the initial conditions corresponding to the wind blowing towards the wing such a discontinuity surface might develop even if everything is initially $C^0$. This is a genuinely three dimensional effect.

3. Smoke rings. As an example of the possible complexity of three dimensional flows, consider the configurations of smoke rings as they move in time. They tend to twist up and become more complicated as time progresses, as shown in Figure 2.6; cf. von Neuman [1], where it is argued that this may be responsible for "turbulent like" flows.

2.4 Leray's theorem

Leray [3] found that for viscous three dimensional flows, having an $L^{2\infty}$ bound on the velocity is sufficient to guarantee all-time smooth solutions. Here $\epsilon$ is any positive number. In the proof of this theorem, we use the following inequality of Sobolev-Nirenberg-Gagliardo; cf. Nirenberg [1].

2.4.1 LEMMA. Let $\Omega \subset \mathbb{R}^n$ be a bounded open set with smooth boundary and $f: \Omega \to \mathbb{R}^3$. Then if

$$\frac{1}{p} = \frac{1}{d} + a \left( \frac{1 - m}{r} \right) + (1 - a) \frac{1}{q}$$

where $(j/m) \leq a \leq 1$ (if $m - j - n/r$ is an integer $\geq 1$, only $a < 1$ is allowed) then

$$\|D^j f\|_{L^q} \leq C_0 \|D^m f\|_{L^p} \|f\|_{L^r}$$

where $C_0$ depends on $\Omega$ and $n$, as well as on $j$, $m$, $r$, $q$, $a$, and $Df$ denotes a derivative of order $j$.

2.4.2 THEOREM (LERAY). For three dimensions and $\nu > 0$, if $v_t$ is a smooth solution of the Navier-Stokes equations on $[0, T)$ and $\|v_t\|_{L^{2\infty}} \leq$
$K < \infty$ for all $t \in [0, T)$, then $v_t$ can be extended beyond $T$ to a smooth solution of the Navier-Stokes equations.

(For a more complete analysis of theorems of this type, see Serrin [3] and Duff [2].)

**Sketch of Proof.** We shall show here that $\|v_t\|_{L^2(\Omega)} \leq K$ implies the $H^1$ norm of $v_t$ is uniformly bounded. One can then proceed in a similar way to show that all $L^p$ norms are bounded on $[0, T)$. This implies the result by general theory as in the Euler case.

Let $\Delta = \nabla^2$ be the usual Laplacian operator and let

\[
((|v_t|^2)_t = -(\Delta v_t, v_t)_{L^2} = -\int_{\Omega} \langle \Delta v_t(x), v_t(x) \rangle \, dx,
\]

where $\Omega \subset R^d$ is our domain. By ellipticity of $\Delta$ and our boundary condition $v_t = 0$ on $\partial \Omega$, one can show that this norm is equivalent to the usual $H^1$ norm, modulo the $L_q$ part (which we already have control over).

Now:

\[
\frac{1}{2} \frac{d}{dt} \|v_t\|^2_{L^2(\Omega)} = \frac{1}{2} \frac{d}{dt} \int_{\Omega} \langle \Delta v_t(x), v_t(x) \rangle \, dx
\]

\[
= -\int_{\Omega} \langle \Delta v_t(x), \frac{\partial v_t}{\partial t}(x) \rangle \, dx
\]

this calculation uses the bilinearity of $\langle \cdot, \cdot \rangle$ and the fact that partials commute. But

\[
\frac{\partial v_t}{\partial t} = -(v_t \cdot \nabla)v_t + v_t \Delta v_t - \text{grad } p_t
\]

so

\[
\frac{1}{2} \frac{d}{dt} \|v_t\|^2_{L^2(\Omega)} = -\int_{\Omega} \langle \Delta v_t(x), \nabla \Delta v_t(x) \rangle \, dx - \int_{\Omega} \langle \Delta v_t(x), -v_t(x) \cdot \nabla v_t(x) - \text{grad } p_t \rangle \, dx
\]

Note that

\[
-\int_{\Omega} \langle \Delta v_t(x), \nabla \Delta v_t(x) \rangle \, dx \leq -r \cdot \text{(constant)} \cdot \|D^2v_t\|_{L^2}^2
\]

again using ellipticity of $\Delta$, and ignoring $L_q$ parts. Clearly, it is important to estimate the second integral in (3). Using integration by parts, we get

\[
\int_{\Omega} \langle \Delta v_t(x), -v_t(x) \cdot \nabla v_t(x) - \text{grad } p_t \rangle \, dx = \int_{\Omega} \langle \Delta v_t, \nabla (v_t \cdot v_t) - \nabla v_t \text{ grad } p_t \rangle \, dx
\]

If there were no boundary we would have $\int_{\Omega} \langle \nabla v_t, \text{ grad } p_t \rangle \, dx = 0$. The boundary term arises because $\nabla v_t$ need not be parallel to $\partial \Omega$. This point is somewhat delicate and we shall ignore it, by pretending there is no boundary. Writing out (5) in coordinates, we have

\[
\int_{\Omega} \langle \nabla v_t, \nabla (v_t \cdot v_t) \rangle \, dx = \int_{\Omega} \sum_{i,j} \frac{\partial v_{ti}}{\partial x^i} \frac{\partial v_{tj}}{\partial x^j} \, dx
\]

\[
= \int_{\Omega} \sum_{i,j} \frac{\partial v_{ti}}{\partial x^i} \frac{\partial v_{tj}}{\partial x^j} \, dx + \int_{\Omega} \sum_{i,j} \frac{\partial v_{ti}}{\partial x^i} \frac{\partial v_{j}}{\partial x^j} \, dx
\]

The second term is zero as one sees by integration by parts, using div $v_t = 0$. Hence we find from (6) that

\[
\int_{\Omega} \langle \nabla v_t, \nabla (v_t \cdot v_t) \rangle = \|Dv_t\|_{L^2}^2
\]

Putting things together we have from (4) and (7) the estimate

\[
\frac{1}{2} \frac{d}{dt} \|v_t\|^2_{L^2(\Omega)} \leq -r \cdot \text{(constant)} \cdot \|D^2v_t\|_{L^2}^2 + \|Dv_t\|_{L^2}^2
\]

We now apply the lemma 2.4.1, letting $j = 1$, $p = 3$, and $r = m = 2$. We get

\[
\|Dv_t\|_{L^2} \leq C_0 \|D^2v_t\|_{L^2} + \|v_t\|_{L^2}^2
\]

We have to find $g$ and $a$. From the lemma, we know they satisfy this relationship:

\[
\frac{1}{q} = \frac{1}{4} + a \left( \frac{1}{4} - \frac{1}{2} \right) + \left( 1 - a \right) \frac{1}{4}
\]

This point can be dealt with by rewriting the boundary term (using the equations and boundary conditions) and using the sort of argument in Proposition 1.4.1 to estimate this boundary part.
which implies that $a = [6/(q + 6)]$. Hence

$$
\|D^k v_i\|_{L^2} \leq C_0 \|v_i\|_{L^{2(q+2)}} \|v_i\|_{L^{6(q+4)}} \quad \text{for } k = 0, 2, 4, 6 \quad \text{(since } D^2 v_i \|v_i\|_{L^2} \leq \|v_i\|_{L^2})
$$

so from (8),

$$
\frac{1}{2} \frac{d}{dt} \|v_i\|_{L^2}^2 \leq -\nu C_1 \|v_i\|_{L^2}^2 + C_0 \|v_i\|_{L^{2(q+2)}}^2 \|v_i\|_{L^{6(q+4)}}^2
$$

for any $q$ we choose. If we let $q = 3 + \varepsilon (\varepsilon > 0)$ so that $9/(q + 6) < 1$, we find:

$$
\frac{1}{2} \frac{d}{dt} \|v_i\|_{L^2}^2 \leq -\nu C_1 \|v_i\|_{L^2}^2 + C_0 \|v_i\|_{L^{2(q+2)}}^2 \|v_i\|_{L^{6(q+4)}}^2
$$

by assumption, the norm $\|v_i\|_{L^{2(q+2)}}$ is bounded, so if the $H^2$ norm of $v_i$ is unbounded, the first term eventually dominates the inequality and the right hand side becomes $\leq 0$, so for the $H^2$ norm large, the $H^2$ norm is decreasing, so bounded. If the $H^2$ norm of $v_i$ is bounded, the $H^2$ norm is certainly also bounded. So in either case we get the $H^2$ norm of $v_i$ is bounded.

If we could lower $3 + \varepsilon$ to $2$, we would have solved the problem. This is because the $L^2$ norm is globally bounded since the energy is decreasing in time. However in the $L^p$ spaces there is an awfully large gap between $p = 2$ and $p = 3 + \varepsilon$. But nevertheless the assumption that the $L^p$ norm is bounded seems to be quite weak, since it does not involve any derivatives. Compare with what we could get for the Euler equations in Theorem 2.1.2 above.

One can put the Navier-Stokes equations on $S^1_0$ as we did the Euler flow to get a dissipative system. Although this converts the difficult term $v \cdot v_{,t}$ to an algebraic one, it doesn’t seem to help in lowering Leray’s $L^3$ to $L^6$, because of the difficulties which arise.

It should be stressed that many aspects of this global existence question remain glaringly open; for example even if we accept a priori that a solution exists with no external forces and $v = 0$ on $\partial \Omega$, it is known that $v \to 0$ in $L^2$ as $t \to \infty$ but not in $L^p$ or higher Sobolev norms (see 3.4.1). Intuitively, of course, we expect that $v$ must go to zero quite strongly. In cases where global existence can be proved, this condition can be established; of course the question is closely related to the global existence of $v$.

We also mention that when the more complete viscosity term is used, including nonlinear terms, then the situation is improved but not decisively (for example in Ladyzhenskaya [2], appendix, the coefficient of the quadratic part cannot be too small).

### 2.5 Discussion of the Kolmogorov’s law

We would like to briefly discuss a "physical law" which bears on the all time existence problem discussed above. The law is, we believe, some evidence for thinking that the equations do not break down if turbulence sets in, at least turbulence of a certain type commonly observed. (It does not cover the type of example indicated above by the airplane wing.) We shall discuss the "nature" of turbulence in more detail below.

For now let us think of turbulence intuitively as chaotic motion with collections of vortices of varying sizes. We can imagine again Consett flow with the cylinders rotating rapidly in opposite directions. The motion becomes chaotic, or fully turbulent when the cylinder speeds are large enough. In such a situation, we are continually pumping in energy at a constant rate, say $\varepsilon$. This energy is believed to pass from the larger to the smaller eddies and finally to dissipate due to viscosity. (In the energy spectrum the energy flows out to the tail of the spectrum, i.e., to large frequencies.)

The Kolmogorov law states that when the turbulence is locally isotropic, as seems to be usually the case, the velocity $v_i$ of eddies of size $\sim \lambda$ is proportional to $(\lambda \varepsilon)'^{1/3}$. One also thinks of $v_i$ as the variation of $v$ over distances of size $\lambda$. All this is in regions of $\mathbb{R}^3$.

The "derivation" of this law is done purely by dimensional analysis and elementary physical reasoning (see Landau-Lifschitz [1], p. 120-121). In other words it is a heuristic principle which does seem to be valid in a large number of situations. The law is more extensively discussed in Batchelor [1] where further references are given. (We remark that the law is the same as the $-\Delta^{1/3}$ law for the energy spectrum.)

Now the Kolmogorov law appears to give a bound on the velocity field. In fact viewed directly the law indicates that for $0 < \alpha < \frac{7}{3}$, the $\alpha$th power of $D$ should be integrable. In other words,

$$v \in H^1 \text{ for } 0 < \alpha < \frac{7}{3}.$$  

Now if we use the Sobolev Lemma 2.4.1 above we see this implies that

$$\|v_i\|_{L^2}^2 \text{ is bounded for } p < 3$$

(here we take $j = 0$, $m = 1$, $n = 3$, $r = \frac{7}{3}$, $q = 2$, $a = 1$, $p = 3$).

Note that the critical value of $p$ which occurs here is exactly the same as that which occurs in Leray’s theorem. In other words, in this form the Kolmogorov law apparently is not quite decisive in deciding whether or not global solutions exist.

However, it has been pointed out to us by A. Chorin that when we translate the $k^{-2/3}$ law on the spectrum into a law on $v$, with some additional
physical assumptions (basically that the turbulence consists of vortices, and so on, which are time repetitive) then one obtains a bound on the \( H^{n/2} \) norm of \( v \). Now by 2.4.1 (\( j = 0, m = 1, n = 3, q = 2, a = 1, p = 3/2, r = 2 \)), we would then find that

the \( L^2 \) norm is bounded

which is decisive for Leray's theorem. This analysis is, however, still the subject of research and it is not yet complete; cf. Chorin [1].

We note that all flows need have the \( H^{n/2} \) norm bounded; for example on the three torus with coordinates \((x, y, z)\),

\( v(x, y, z) = (\sin y, 0, \sin(x - ty)) \)

solves the Euler equations, but its \( H^{n/2} \) norms for \( n > 0 \) are unbounded as \( t \to \infty \); a similar phenomena is undoubtedly true for the Navier-Stokes equations. But this example does not conform to the sort of hypotheses in Kolmogorov's law.

The moral of all this is that if the physical assumptions concerning turbulence are correct then Kolmogorov's law may indeed prove, via Leray's theorem, that global smooth solutions do indeed exist for turbulent flow. What would be interesting would be a proof of Kolmogorov's law (in this \( H^{n/2} \) form) under the assumption of "turbulence," say as defined in §3 below, plus some isotropy assumption. This would provide a very important step towards the complete understanding of Leray's problem.

3. Turbulence, stability, and the limit of zero viscosity

3.1 Nature of turbulence

Intuitively, turbulence is very complicated fluid motion. There are two rival theories as to the mathematical structure of turbulence

(a) Leray believed, perhaps because he could not prove that smooth solutions to the Navier-Stokes equations exist for all time, that solutions can become singular in a finite time. Turbulence therefore is supposed to occur when Navier-Stokes equations break down and fail to describe the actual flow of the fluid. Although this point of view is not widely accepted, there is some evidence for it, which was developed by Leray. There is a formal counter-example, i.e., an example of a Navier-Stokes flow where the equations eventually do not hold (Leray [3], p. 224). Namely, it can be shown that if \( u(x) \) is a solution of an equation \( Au = 0 \) where \( A \) is a specific nonlinear elliptic operator then

\[ u(t, x) = \frac{1}{\sqrt{T - t}} u(x/\sqrt{T - t}) \]

(b) The equations do hold for all time, but in case of turbulence the solutions necessarily get complicated.

This seems to be the current belief among most theoretical fluid dynamists, and the one we will favor below.

There is, in conjunction with (b), a well studied statistical theory of turbulence. This involves computing correlation functions, spectra and so on. One fundamental "law" in this field is the Kolmogorov relation discussed in §2.5 above. This theory, while it is useful, does not explain what turbulence "really" is or how it arises. It would be very nice if the statistical theories could be made a consequence of the Navier-Stokes equations or perhaps equivalent to them (as Brownian motion is related to the Laplace equation). For this statistical aspect, see for example, Landau-Lifschitz [1] Batchelor [1] and the recent survey article S. Ornag [1].

Much important work has been done recently by Kraichnan [1, 3]. As was argued in §2.5, knowledge from statistical theory does indicate that it is alternative (b) which is correct.

There is some reason to believe that mathematically turbulence is related to the bifurcation theorem. The parameter is now the Reynolds number \( (R = Ud/v) \) defined earlier. To vary \( R \), one can either vary \( v \) or \( V \). As mentioned above, we may write the main Navier-Stokes equation as

\[ \frac{\partial u}{\partial t} + (u \cdot \nabla)u - \frac{1}{R} \nabla p = -\nabla \phi \]

Physically, one would expect complexity as one decreased \( v \) or increased \( V \) (which is the same as increasing \( R \)). In fact as \( R \) is increased one often observes a sudden qualitative change in the solutions. This means the flow represents a "stable" solution for small \( R \), which becomes unstable as \( R \) increases and consequently the flow moves to another stable solution.

This behavior explains a standard hydrodynamics "paradox." (cf. Ladyzhenskaya [2], Birkhoff [1]) One would expect that symmetric initial data would yield symmetric flows ("symmetric causes lead to symmetric effects"). And, indeed, this is observed for small \( R \). However, as \( R \) increases asymmetric flows develop. This can be explained by noting that the initial data cannot be perfectly symmetric, and at the critical point these symmetric solutions become unstable and the solution "fails".
to an asymmetric stable one. In fact sometimes the more careful one is to have the initial data symmetric, the longer the symmetries are preserved in the flow.

For fixed Reynolds number, if we have turbulence, one generally observes the turbulence to occur in well defined regions, such as the wake behind an airplane. The flow in the turbulent region is time dependent and highly rotational. Viscosity effects occur only in the smallest eddies, so in some respects the Euler equations are valid in the turbulent regions! See Landau-Lifshitz [1], § 34.

3.2 The limit of zero viscosity

Because turbulence and bifurcation phenomena take place as $\beta$ increases, the detailed study of the Navier-Stokes equations as $\beta \to 0$ is of considerable importance.

We can study the nature of Navier-Stokes flows as $\beta$ increases by considering $\nu \to 0$ (rather than $V \to \infty$). So we shall consider $V$ and $d$ fixed and write the Navier-Stokes equation like this:

$$\begin{align*}
\frac{\partial \nu}{\partial t} + \nabla \cdot \nu = -\nabla p + f \\
\text{N.S.:} \\
\text{div } \nu = 0 \\
\nu = 0 \text{ on } \partial M \text{ (or } \nu \text{ specified on } \partial M)
\end{align*}$$

where $f$ is an external force. Investigating $\nu \to 0$ is very delicate since the equations are non-linear, and the $\nabla$ term is of highest order. When $\nu = 0$ the equation is in a sense "hyperbolic," and when $\nu > 0$ the equation is "parabolic" or dissipative. When $\partial M \neq \emptyset$, one cannot even expect $C^0$ convergence of solutions as $\nu \to 0$ since the boundary conditions of the Euler equations are different than those of the Navier-Stokes equations. In Euler flow, the fluid slips by the boundary (indeed one can prove that in general even if $\nu = 0$ on $\partial M$ in Euler flow, $\nu$ will not vanish on $\partial M$ but merely be parallel to $\partial M$), in the Navier-Stokes equations the fluid is always motionless at the boundary.

The first question then is whether the boundary is the only source of trouble. As the next theorem shows, the answer is, in a sense, yes.

First some notation. For $\nu > 0$, call $\nu^t_0$ the solution of the Navier-Stokes equations with viscosity $\nu$. Denote by $\nu^t_1 = \nu_t$, an Euler flow. Assume $\nu^t_0 = \nu_0$.

3.2.1 THEOREM. If $\partial M = \emptyset$ and the initial condition $\nu_0$ is a $C^0$ vector field (or $H^{1+\frac{1}{2}}$ will do) then $\nu^t_1$ converges to $\nu_t$ in the $H^s$ topology as $\nu \to 0$ on a $t$-interval $[0, T], T > 0$.
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This was proved by Ebin-Marsden [1]. We shall give below the main steps of a somewhat different proof. One can, it seems, relax the compactness of $M$. One can show, also, that the convergence takes place on the largest $t$-interval for which $\nu_t$ exists in $H^s$.

Swann [1] and Kato [2] also proved this theorem for $\mathbb{R}^2$ using more general arguments. The simplicity of the proof given below is due to the cancellation of the highest order terms trick used earlier. This proof requires the following lemma. (This lemma, with essentially the same proof gives the $C^1$ regularity theorem 2.1.1 stated earlier.) In this lemma we can assume $\partial M \neq \emptyset$.

3.2.2 LEMMA. Let $\nu_t$ satisfy the Euler equations, $\nu_t \in T_{C^{\infty}}(M)$ on $[0, T]$ and $[\nu_t]_{L^2} \leq K$ on $[0, T]$. Then if $\nu_0 \in T_{C^{\infty}}(M)$, $[\nu_1]_{L^2}$ is also bounded on $[0, T]$. (The bound depends on $K$ and $\nu_0$)

PROOF. Define $W_t$ to be the iterated $s$th covariant derivative. Then if we set $[\eta_t] = (V_{\nu_t}, \nabla \nu_t)$ this norm is equivalent to the $H^p$ norm modulo the $L_2$ part, which we can safely ignore. In particular, consider

$$\frac{1}{2} \int_{L^2} (\nabla \nu_t, \nabla \nu_t) = \left( \nabla \nu_t, \nabla \frac{\partial}{\partial t} \right)$$

where $P*$ is the Hodge projection. Recall that from the discussion of Green's operators that $P_\nu(\nabla \nu_t) = \nabla \nu_t - \Delta^{-1} \nu_t \nabla \nu_t$.

Hence

$$\frac{1}{2} \int_{L^2} (\nabla \nu_t, \nabla \nu_t) = -\left( \nabla \nu_t, \nabla \nabla \nu_t \right) + (\nabla \nu_t, \Delta^{-1} \Delta \nabla \nu_t)$$

Now

$$(\nabla \nu_t, \nabla \nu_t) = \frac{1}{2} \int_{M} (\nabla \nu_t, \nabla \nu_t) + \int_{M} (\nabla \nu_t, \nabla \nu_t \nabla \nu_t + \text{lower order terms})$$

This computation uses the formula $v(w, y) = (\nabla w, \nu) + (w, \nabla y)$ and the fact that $\nabla \nu$ and $\nabla \nu$ commute up to lower order terms involving the curvature. (In fact, $\nabla \nu \nu_\nu Z - \nu Z \nabla \nu = \nabla \nu_\nu Z + R(X, Y) Z$.)

Now letting $f = (\nabla \nu_t, \nabla \nu_t)$ we have

$$\int_{M} (\nabla \nu_t, \nabla \nu_t) = \int_{M} (\nabla f, \nabla \nu_t) = \int_{M} f \cdot \Delta \nu_t + \int_{M} f^* \nu_t = 0 + 0 = 0$$

since $\Delta \nu_t = 0$ and saying $\nu_t$ is tangent to $\partial M$ means $\nu_t = 0$ on $\partial M$. A
It is evident that $\int_M (\nabla v, \nabla \nu) \, d\nu$ is dominated by $\|v\|_{2H}^2 \cdot \|v\|_{2H^{-1}}$, since the $H^p$ functions form a ring.

Now, using the fact $\Delta_\nu v = 0$, one can show that if $v_0$ is $H^{1+}\nu$ then $\Delta_\nu v_0 \nu$ is $H^{1+}\nu$. This calculation has been done before. Hence $(\nabla v, d\Delta_\nu \nabla v_0 \nu)$ will be dominated by $\|v_0\|_{2H}^2 \cdot \|v\|_{2H^{-1}}$ as well. Putting this together we get

$$\frac{1}{2} \frac{d}{dt} \|v_0\|_{2H}^2 \leq L \|v_0\|_{2H}^2 \cdot \|v\|_{2H^{-1}}$$

Hence

$$\|v_0\|_{2H} \frac{d}{dt} \|v_0\|_{2H} \leq L \|v_0\|_{2H}$$

and so

$$\frac{d}{dt} \|v_0\|_{2H} \leq L \|v_0\|_{2H} e^{KLt},$$

which implies (by Gronwall’s inequality) that $\|v_0\|_{2H} \leq \|v_0\|_{2H} e^{KLt}$, which proves the lemma.

Note that this regularity lemma holds for manifolds with boundary. We now use this argument in one more lemma.

3.2.3 Lemma. Let $\partial M = \emptyset$ and $v_0$ be a solution of the Navier-Stokes equation with $v_0 = v_0 \nu \nu$ a $H^p$ vector field. Then $\|v_0\|_{2H}$ exists on an interval $[0, T]$ where $T$ is independent of $\nu$, and there is a constant $K$ and $M > 0$ such that:

$$\|v_0\|_{2H} \leq K \quad \text{for} \quad t \in [0, T], \quad 0 < \nu \leq \Lambda.$$

Proof. We argue as above by computing the rate of change of the $H^p$ norm of $v_0$. Since $\partial M = \emptyset$, we can integrate the Laplacian term by parts to get something negative which can then be discarded without destroying the inequality. Keeping track of the constants in the above proof more carefully, we get

$$\frac{1}{2} \frac{d}{dt} \|v_0\|_{2H}^2 \leq L \|v_0\|_{2H}^2$$

or

$$\frac{d}{dt} \|v_0\|_{2H} \leq 2L \|v_0\|_{2H}.$$

Thus from the dominating ordinary differential inequality $(d/dt)(\nu(t)) \leq 2L \nu(t)^2$ we see that on a sufficiently small $\nu$-interval $[v_0]_{2H}$ is a priori bounded independent of $\nu$. The lemma then follows (see the existence statements in § 2).

Now we are ready to prove the theorem.

Proof of Theorem 3.2.1. Suppose $\nu$, the Euler vector field with initial conditions $\nu_0 \in T_\nu^0(\mu)$ exists on $[0, T]$. Since $[0, T]$ is closed, we see that $\|\nu\|_{2H}$ is bounded on $[0, T]$ for any $\nu$. For any $\nu > 0$ we have by Lemma 3.2.3 that $\|v_0\|_{2H}$ is bounded, the bound being independent of $\nu$. Using the sort of calculations as in the above lemma we find

$$\frac{1}{2} \frac{d}{dt} \|v_0 - v_0\|_{2H}^2 = (\nabla(v_0 - v_0), \nabla(v_0 - v_0)),$$

$$= v(v_0 - v_0, \nabla(v_0 - v_0), \nabla(v_0 - v_0)),$$

$$\leq v \|v_0 - v_0\|_{2H} \|v_0 - v_0\|_{2H} + v_0 \nu_0 - v_0, \nabla(v_0 - v_0), \nabla(v_0 - v_0)) + \nu \|v_0 - v_0\|_{2H}$$

$$+ \text{pressure terms of lower order}.$$

Note that as in 3.2.3 this situation is a bit different than the lemma. If $M$ had boundary, the $\partial M$ term need not be tangent to $\partial M$, so we need to suppose $\partial M = \emptyset$.

So we want to estimate the terms

$$(\nabla(v_0 - v_0), \nabla(v_0 - v_0))$$

and $(\nabla(v_0 - v_0), \nabla(v_0 - v_0))$.

The second term's highest order part is zero, as in the lemma:

$$\int_M \nabla(v_0 - v_0, \nabla(v_0 - v_0)) = 0,$$

and the first term is dominated by $\|v_0 - v_0\|_{2H}^2$, $\|v_0 - v_0\|_{2H}$.

Now by lemma 3.2.2 $\|v_0\|_{2H}$ and $\|v_0\|_{2H}$ are bounded on $[0, T]$. Also, by 3.2.3 $\|v_0\|_{2H}$ is bounded on $[0, T]$. If we choose $T$ sufficiently small (which depends on $\nu$), we have

$$\frac{1}{2} \frac{d}{dt} \|v_0 - v_0\|_{2H} \leq \|v_0 - v_0\|_{2H} + K \|v_0 - v_0\|_{2H},$$

so, by Gronwall's inequality (after differentiating as in the lemma)

$$\|v_0 - v_0\|_{2H} \leq K \|v_0 - v_0\|_{2H} + \text{which approaches 0 as } \nu \text{ approaches 0}.$$

As a corollary we observe that the convergence is linear in $\nu$. That is, for fixed $t \in [0, T],$

$$\|v_0 - v_0\|_{2H} = 0(\nu).$$
3.3 Boundary layer theory

Boundary layer theory relates to the study of viscous flows on manifolds with boundary. As mentioned above, $\nu_0^r$ cannot converge to $\nu_1$ at the boundary, because of the no-slip condition which is present when $r > 0$. Hence one might expect there would be layers near the boundary where the derivatives of $\nu_0^r$ get large as $r$ approaches 0 (Figure 3.1).

![Figure 3.1](image)

It seems, at first, a reasonable conjecture that $\nu_0^r$ converges to $\nu_1$ on compact subsets contained in the interior of the manifold. However, on physical grounds we can argue that this conjecture is false. Consider the situation shown in Figure 3.2.

![Figure 3.2](image)

In the figure one sees fluid flowing from a narrow pipe into a wider one. The boundary layer is carried by the stream into the interior of the larger portion of the pipe. So because of the downstream wake of the boundary layer, $\nu_0^r$ does not converge to $\nu_1$ in the interior of the wider pipe; $\nu_0^r$ does not have any downstream wake (and is a stationary potential flow). This effect will be seen for any $r > 0$ and will not die out as $r$ approaches 0. So it seems the convergence of $\nu_0^r$ depends on the geometry of the boundary.
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There is an extensive literature on boundary layers (see Serrin [4] and the bibliography), but the theory remains somewhat unsatisfactory. In particular we would like to mention the work of Lions [2] who has several related theorems, (but as yet his hypotheses seem to break down for the Navier-Stokes equations). In Ebin-Marsden [2] one can find results which perhaps isolate the source of the difficulties. For example, one relevant fact already noted above is that $\Delta \nu_2^r$ need not be parallel to the boundary, even if $\nu_2^r$ is. In the aforementioned paper it is shown, under a certain condition that, as in the no boundary case, the time of existence of the equations is independent of the viscosity, and we have convergence in the $C^1$ norms. This is discussed in the appendix to this section.

3.4 Stability and turbulence

Shortly we shall explain more fully the Ruelle-Takens [1] theory of turbulence. For now we just wish to stress the point that turbulence appears to be some complicated flow which sets in after successive bifurcations have occurred (see Part 1, § 3). In this process, stable solutions become unstable, as the Reynolds number $\Re$ is increased. Hence turbulence is supposed to be a necessary consequence of the equations and in fact of the “generic case” and just represents a complicated solution. For example in Couette flow as one increases the angular velocity $\Omega_0$ of the inner cylinder one finds a shift from laminar flow to Taylor cells or related patterns (discussed later) at some bifurcation value of $\Omega_0$. Eventually turbulence sets in. In this scheme, as has been realized for a long time, one first looks for a stability theorem and for when stability fails (Chandrasekar [1], Lin [1] etc.). For example, if one stayed close enough to laminar flow, one would expect the flow to remain approximately laminar. Serrin [2] has a theorem of this sort which we present as an illustration:

3.4.1 Stability Theorem. Let $D \subset \mathbb{R}^2$ be a bounded domain and suppose the flow $\nu_1$ is prescribed on $\partial D$ (this corresponds to having a moving boundary, as in Couette flow). Let $V = \max_{x \in D} \nu(x)$, $d = $ diameter of $D$ and $\nu$ equals the viscosity. Then if the Reynolds number $\Re = (Vd/\nu) \leq 5.71$, $\nu_1$ is universally $L^2$ stable.

Universally $L^2$ stable means that if $\nu_0^r$ is any other solution to the equations and with the same boundary conditions, then the $L^2$ norm (or energy) of $\nu_0^r - \nu_1^r$ goes to zero as $t \to 0$.

The proof of 3.4.1 is really very simple and we recommend reading Serrin [2] for the argument.
Chandrasekar [1], Serrin [2], and Velte [1] have analyzed criteria of this sort in some detail for Couette flow, to which we shall return shortly. As a special case, we recover something that we expect. Namely if \( \psi = 0 \) on \( \partial M \) is any solution for \( r > 0 \) then \( \psi \to 0 \) as \( r \to \infty \) in \( L^2 \) norm, since by 3.4.1, the zero solution is universally stable.

3.5 Discussion of Couette flow

Let us consider Couette flow again but now in a bit more detail. Let \( \Omega_1 \) be the angular velocity of the inner cylinder, and \( \Omega_2 \) the angular velocity of the outer cylinder. Say that \( \Omega_2 > 0 \) if the cylinder is going in a counterclockwise direction (this just keeps the signs right). Let \( R_1 \) be the radius of the inner cylinder and \( R_2 \) the radius of the outer one.

![Figure 3.3](image)

If one assumes that \( \Omega_1 \) and \( \Omega_2 \) are constants, then Couette flow is a particular stationary, or steady-state, solution of the Navier-Stokes equations; that is, it satisfies

\[
0 = \frac{\partial \psi}{\partial t} = - (\psi \cdot \nabla) \psi + \nabla p - \text{grad } p
\]

\[
\text{div } \psi = 0
\]

\[
\psi \text{ does not slip at the boundary.}
\]

In practice, there are special phenomena at the ends of the cylinders. We will ignore these end effects. This can be done mathematically either by identifying the ends (and thereby work on the annulus crossed with the circle) or by considering the cylinders to be very long with respect to \( R_2 \).

For arbitrary \( \Omega_1, \Omega_2 \), Couette flow is an explicit solution, which, in cylindrical coordinates \((r, \varphi, z)\) is given as follows

\[
\begin{aligned}
\psi_r &= \left( \frac{\Omega_2 R_2^2 - \Omega_1 R_1^2}{R_2^2 - R_1^2} \right) r + \left( \frac{\Omega_1 - \Omega_2}{R_1^2 - R_2^2} \right) \frac{1}{r} \\
\psi_\varphi &= Ar + B r \\
\psi_z &= 0
\end{aligned}
\]

This solution is stable for small velocities and hence is physically observed. In what follows, we are interested in qualitative change of the solutions as \( \Omega_1 \) and \( \Omega_2 \) vary.

Fix \( \Omega_1 > 0 \) and suppose \( \Omega_2 > 0 \) and imagine \( \Omega_2 \) increasing. Thus \( \Omega_2 \) is our bifurcation parameter. When \( \Omega_2 \) reaches a critical point, Taylor cells develop (see page 170). Intuitively, what is happening is that the particles near the inner cylinder have so great an angular velocity that centrifugal force throws them towards the outer edge. Since the flow is incompressible particles near the outer edge must be pushed back towards the inner cylinder. Hence each particle experiences a circular motion in the \( r - z \) plane as well as its motion due to the Couette flow (this was described earlier).

The various qualitative “stable” flows occurring for various values of \( \Omega_1, \Omega_2 \) are shown in the simplified graph in Figure 3.4.

![Figure 3.4](image)
In Figure 3.4, the zone of universal stability has the meaning explained in 3.4.1 and is taken from Serrin [2]. In reality Couette flow is more complicated; cf. Coles [1] and Snyder [1].

For \( \Omega_2 > 0 \) and \( \Omega_3 \) sufficiently large, we get a helical (barber pole) pattern of Taylor cells. In this region solutions are periodic in time and presumably correspond to the periodic solutions predicted by the Hopf bifurcation theorem. We also can develop "double periodicity" corresponding to undulations or waves in the Taylor cells which progress around the cylinders. As \( \Omega_3 \) increases further this pattern breaks down and we find "fully developed" turbulence. This turbulent motion appears as just chaotic, disorganized motion between the cylinders. Now for

\( \Omega_2 > 0 \) and \( \Omega_3 \) sufficiently large, we find steady-state Taylor cells described earlier. This bifurcation corresponds to the fixed point theorem discussed earlier (Theorem 3.1). Actually the situation is complicated by the presence of symmetry groups and these groups can affect the generic possibilities for bifurcations; namely whether or not we are in a real irreducible representation space for the group will determine if a bifurcation takes place when the eigenvalues generically cross the unit circle on or off the real axis. This seems to distinguish the two cases in Couette flow. See Ruelle [4] for details.

Let us investigate this bifurcation idea further. Fix \( \Omega_2 < 0 \). Recall that the Navier–Stokes equations can be thought of as a vector field on \( T_0 X^2(M) \) (the space of \( e_i \)). So to apply the Hopf Bifurcation theorem in this situation, one has to check that it holds in infinite dimensional spaces. If this could be shown, the Hopf theorem would imply that there would be stable periodic solutions as the eigenvalues of the linearized Navier–Stokes equation crossed the imaginary axis (this involves many nontrivial technicalities due to the presence of not everywhere defined vector fields).

Figure 3.5

(a) HELICAL STRUCTURE  (b) DOUBLE PERIODICITY

Note. Linearization is done as explained in Part I, § 3 and not by just throwing out the nonlinear terms—the Stokes linearization (cf. Ladyzhenskaya [2]). As more eigenvalues cross the axis the stable periodic solutions lie in higher dimensional tori and thus the periodicity would become more complicated.

In fact, recently two papers have appeared justifying the use of the Hopf theorem in this context: Brusilinskaya [2] in 1965 and Sattinger [1] in 1971, established that the Hopf theorem does indeed hold for the Navier–Stokes equations. Moreover, an important feature is that they can show that when a bifurcation does occur one retains global existence of smooth solutions near the closed orbit. This is in fact good evidence in the direction of verifying that the Navier–Stokes equations do not break down when turbulence develops. Other important papers in this regard are Joseph and Sattinger [1] and Judovitch [3, 4]. These theorems may be more easily proved if we pass to \( \mathcal{D}^\mathcal{E} \) and use the characterization of periodic solutions given on p. 193 above. See also Marsden [3, 4].

For \( \Omega_2 > 0 \) and \( \Omega_3 \) sufficiently large, the flow develops Taylor cells that are steady-state. Taylor conjectured that Taylor cells are an exact solution to the full (not linearized with respect to \( e_i \)) Navier–Stokes equations. But, up to recently no one could even prove these have such a solution. Velte [3] in 1966 showed that Taylor cells do correspond to a solution of the Navier–Stokes equations which bifurcate off from Couette flow. His proof consisted of two main parts:

(a) He checked when the eigenvalues of the linearized equations crossed the imaginary axis.

(b) He used this information together with the Leray–Schauder degree to show that a certain operator has a fixed point in a neighborhood of the solution of the linearized equations, and this fixed point corresponds to the desired stationary solution of the full Navier–Stokes equations.

The second part of the proof of this theorem can also be proved using Theorem 3.31 in Part I. (In fact this method gives sharper smoothness of the curve of fixed points.) Recall that this theorem involves a Hilbert space \( H \) and a smoothly parameterized set of operators \( \Phi(u) \) on \( H \). Then certain conditions on the eigenvalues of \( D\Phi(u)(0) \) imply that as \( \mu \) crosses some critical value, the \( \Phi(u) \) develops another curve of fixed points. In this application we use the map \( \Phi(u): X^2(H) \to X^2(M) \) where \( M \) is the region between the cylinders, and \( X^2(M) \) is the divergence free vector fields, defined by

\[
\Phi(u)(v) = v^+ \Delta^e(v, v) + \text{grad } p
\]

where the \( \Delta^e \) means the solution of the Dirichlet problem with the appropriate boundary data determined by \( \Omega_3 \) and our fixed value of \( \Omega_2 \). It can be shown that this operator satisfies the hypotheses of the theorem.
and clearly the fixed points of this operator are steady solutions to the Navier–Stokes equations (θ maps \( H^p \) to \( H^p \) because of the smoothing effect of \( \Delta^{-1} \)). As \( \Delta \) increases one might expect a bifurcation in the solution of these equations since Theorem 3.1 states there is a bifurcation in the fixed points of \( \Phi_\alpha \). Taylor cells occur when the new line of fixed points of \( \Phi_\alpha \) appear. Strictly speaking one must use a version of the bifurcation theorem in which a symmetry is present, since both Couette flow and Taylor cells are symmetric about the z-axis. As D. Ruelle has pointed out, the theorem must be modified to cover the case when a symmetry group is present.

There is an interesting phenomenon of indeterminacy connected with the doubly periodic solutions (Coles [1]). Namely, that the geometry of the waves which develop (their number and location) depends on the past history of the experiment. This is, however, easily understood if we think of a bifurcating vector field on the space \( \mathbb{F}^p \). Indeed, the vector field can develop many different new attracting sets as \( \theta \alpha \) increases and we can be attracted to any one of these. We thank D. Ruelle for pointing this out, as well as the above proof of Vette’s theorem.

Couette flow is not the only situation where this Taylor cell type of phenomenon occurs and where the above analysis is possible. For example, in the Bénard Problem one has a vessel of water heated from below. At a critical value of the temperature gradient, one observes convection currents, which behave like Taylor cells; cf. Rabinowitz [1].

This transition from laminar to periodic motion (the Hopf bifurcation) occurs in many other physical situations such as flow behind an obstacle (cf. Scientific American, January, 1970, p. 40).
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3.6 A definition of turbulence

A traditional definition (as in Hopf [2], Landau–Lifschitz [1]) says that turbulence develops when the vector field \( \eta_\alpha \) can be described as

\[
\eta_\alpha(x_1, \ldots, x_n) = f(t(x_1, \ldots, x_n))
\]

where \( f \) is a quasi-periodic function, i.e., \( f \) is periodic in each coordinate, but the periods are not rationally related. For example, if the orbits of the \( \eta_\alpha \) on the tori given by the Hopf theorem can be described by spirals with irrationally related angles, then \( \eta_\alpha \) would such a flow.

Considering the above example a bit further, it should be clear there are many orbits that the \( \eta_\alpha \) could follow which are qualitatively like the quasi-periodic ones but which fail themselves to be quasi-periodic. In fact a small neighborhood of a quasi-periodic function may fail to contain many other such functions. One might desire the functions describing turbulence to contain most functions and not only a sparse subset. More precisely, say a subset \( U \) of a topological space \( S \) is generic if it is a Baire set (i.e., the countable intersection of open dense subsets). It seems reasonable to expect that the functions describing turbulence should become generic, since turbulence is a common phenomena and the equations of flow are never exact. Thus we would want a theory of turbulence that would not be destroyed by adding on small perturbations to the equations of motion.

The above sort of reasoning lead Ruelle–Takens [1] to point out that since quasi-periodic functions are not generic, it is unlikely they “really” describe turbulence. In its place, they propose the use of “strange attractors.” (See Smale [2] and Williams [1]) These exhibit much of the qualitative behavior one would expect from “turbulent” solutions to the Navier–Stokes equations and they are stable under perturbations.

Here is an example of a strange attractor. Let \( U \subset \mathbb{R}^n \) be open and \( \sigma; U \to U \) some flow; suppose further for \( x \in U \), there is an \( s \in \mathbb{R} \) such that \( \sigma(s)x = \alpha(x) \), i.e., \( x \) belongs to a periodic orbit of the flow. Let \( \{d_i(x)\}_{i=1}^m \) be \( \alpha(x) \) and let \( P \) be the affine hypersurface in \( \mathbb{R}^n \) orthogonal to \( Y_\alpha \). For a small neighborhood \( S \) of \( x \) in \( V \), there is a map \( P: S \to V \) called the Poincaré map, defined as follows: For \( w \in S \), it is easy to show there is a smallest \( P \subset \mathbb{R}^n \) such that \( \sigma(P)x \in S \). Call \( P(x) = \sigma(w) \).

Now of course one can do this for each point of the periodic orbit. By doing this one gets a map on a small “tubular” neighborhood of the periodic orbit in \( U \). Here one must check that there is a neighborhood \( V \) of the orbit such that if \( x \in \mathbb{R} \) then \( x \) belongs to a unique hypersurface orthogonal to the orbit.) Also one can drop the condition that \( P \) be defined about a closed orbit by requiring that the vector field be almost parallel and everywhere transversal to a hypersurface \( V \). In this case one can define a Poincaré map \( P \) over the entire space \( U \) by letting \( P(x) = \) the first intersection of the integral curve through \( x \) with \( V \).

In particular consider \( V \) to be a solid torus in three space and suppose we have a flow \( \eta \) on \( U \) such that its Poincaré map wraps the torus around twice (Figure 3.7). Then the attracting set of the flow (i.e., \( \eta(x) \in U \)) is locally a Cantor set cross a 2-manifold
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In summary, then, this view of turbulence may be phrased as follows. Our solutions for small $\mu$ (= Reynolds number in many fluid problems) are stable and as $\mu$ increases, these solutions become unstable at certain critical values of $\mu$ and the solution falls to a more complicated stable solution; eventually, after a certain finite number of such bifurcations, the solution falls to a strange attractor (in the space of all time dependent solutions to the problem). Such a solution, which is wandering close to a strange attractor, is called turbulent.

Appendix

The limit of zero viscosity in the presence of boundaries

In our work above we saw that we could, by a rescaling process, simulate large Reynolds numbers by taking $\varepsilon$ small. Specfically, if $u(x, t)$ is a solution of the Navier-Stokes equations with viscosity $\nu$, then $\theta(x, t) = V \cdot (x, t)$ is a solution with $\nu = \text{constant}$. This rescaling argument also makes plausible the fact that for fixed initial data, the time of existence is $\geq C \nu$; see p. 200.

In the $r$-$t$ plane then, our region of existence looks like a wedge:

\[ \begin{align*}
V > 0 \\
V = 0
\end{align*} \]

We saw above that if no boundaries are around, this region could be fattened out to a square and that we get nice convergence to Euler flow as $\varepsilon \rightarrow 0$.

As we know (see p. 214), the situation is much different in case boundaries are present. Let us examine another situation. Consider flow around an obstacle as in Figures 3.10(a) and (b).

As $\partial D$ increases a "line of separation" develops and vorticity gets ripped
off the boundary layer and moves downstream to form the turbulent wake. As before, this phenomenon is persistent as $\mathcal{R} \to \infty$, so we do not get convergence to the Euler flow. Not only that, but we can not get convergence to the Euler flow even on the boundary near the leading edge because of the difference in boundary conditions.

This line of separation is discussed in Landau–Lifschitz [1]. There they assume the line is sharp and that various discontinuities of the flow occur.

(a) Low Reynolds Number   
(b) High Reynolds Number

Figure 3.10

This is probably just in the limit $\mathcal{R} \to \infty$, or otherwise we would have a counter example to the global existence questions. This point seems to warrant further investigation. They also suggest that a line of separation must always form (Landau–Lifschitz [1], p. 155). We give a result below which seems to be support for this claim.

It is natural to inquire if we can obtain a time of existence independent of $r$ even though the flows might not converge. This seems to be a very difficult problem.

A word of caution: for low Reynolds numbers one observes steady flows with the velocities increasing as $\mathcal{R} \to \infty$. When simulated by $r \to 0$ and a fixed initial condition note that a time rescaling is also going on, so one must be careful when interpreting the results. Also note that for high Reynolds numbers, turbulent wakes are definitely time dependent flows, so the context of steady flows is certainly not appropriate.

**THEOREM.** Let $M$ be a bounded open set in $\mathbb{R}^3$ and let there be no external forces. For fixed initial data, let $G$ denote the region of existence in the $v-t$ plane. Let $\text{grad } p(x, t)$ denote the pressure forces due to the inertial terms $\Delta v^i$, so as $v^i = 0$ on $\partial M$, $\text{grad } p$ is tangent to $\partial M$, $v > 0$.

Suppose that for each $t_0$, $\text{grad } p(x, t_0)$ is bounded in the $L^1$ norm on $\partial M$ as $v \to 0$, $v \in G$. (The $L^1$ norm on $\partial M$ corresponds to the $L^1$ norm on $M$, i.e., $L_1$ norm of derivatives of order $\leq 2$.) Then we have existence on a nontrivial $t$-interval independent of $v$. Moreover $u^i$ converges to the Euler flow in $C^0$, uniformly for $t \in [0, T]$.

Actually what is interesting is the contrapositive theorem. Namely, we know that the conclusion is, in interesting cases, false. Therefore, the condition on the pressure must also fail. In particular the pressure condition can fail if, for example, the pressure forces develop a discontinuity, since the $L^1$ norm is at least as strong as the $C^0$ norm.

Thus, if we have any kind of reasonable boundary layer which prevents the flow $v^i$ from converging $C^0$, then the theorem states that the stated norm of the pressure forces must blow up as $v \to 0$ or else the time of existence $\to 0$ before $v$ reaches zero. Colloquially speaking, this means that if we have a boundary layer at all, then a line of separation must develop at very high Reynolds numbers.

The proof of the theorem is too involved to go into here. Suffice it to say that it relies on a coupling of the heat equation terms with the Euler terms via a "product type" formula as was discussed in §1.8 above. To establish the appropriate estimates, one must pass to $\mathbb{R}^2$, i.e., Lagrangian coordinates.

As was pointed out by T. Kato, the situation in the case $(\mathcal{M}$ unbounded and) external forces are present seems to be different. Consider an infinite cylinder of fluid as shown in Figure 3.11.

\[ \text{Figure 3.11} \]

The fluid starts from rest ($u_0 = 0$) and under gravity, it accelerates down. For $v > 0$ it moves uniformly downwards, slipping by the boundary. For $v > 0$ a boundary layer develops (one can solve the equations explicitly here) so $v^i$ will not converge $C^0$ to $\theta^i$. But the pressure forces are zero and no line of separation develops.

III. DYNAMICS OF GENERAL RELATIVITY

In part two above, we saw how the diffeomorphism groups play a fundamental role in hydrodynamics. These groups also enter into the
The formulation of other theories such as elasticity (this was pointed out to us by H. Cohen; cf. Chernoff-Marsden [1]). In this part we shall investigate general relativity and shall see how the group of diffeomorphisms again enters. In the present context it gives us a clearer understanding of the "coordinate invariance" of the theory.

In hydrodynamics, the idea of a Hamiltonian system in its special case of the geodesic flow also played a key role. For relativity we shall be primarily concerned with geodesics in the presence of a potential term. As before, we are dealing with an infinite dimensional system. We shall begin in § 1 with the basic ideas about Hamiltonian systems. After some motivation for general relativity we shall then apply this Hamiltonian formalism to study the geodesic motion on the space $\mathcal{M}$ of riemmannian metrics and its connection with the usual Einstein equations $\text{Ric} = 0$.

After this we shall want to see how the evolution, or Hamiltonian picture changes when we make a space-time coordinate transformation. This is done by introducing what are called the "lapse" and "shift" functions of Wheeler [1]. We shall also investigate the geometry of these quantities. Some additional theorems related to the lapse and shift functions will also be presented.

The basic references for this work are Arnowitt-Deser-Misner [1], Wheeler [1], Dewitt [1], and Fischer-Marsden [1]. The approach in these papers is based on the Lagrangian formalism. However one can also base the development on the Hamilton-Jacobi theory; cf. Gerlach [1].

1. Infinite dimensional Hamiltonian systems

Before beginning relativity, we shall first develop some preliminary machinery. This machinery is a fairly straightforward generalization to infinite dimensions of finite dimensional mechanics; see Abraham [2]. Since we are not presupposing a detailed knowledge of that material, we make the exposition as self contained as possible. The treatment of Lagrangian systems is fairly complete and also allows the degenerate case for later purposes.

We shall begin with the special case of the spray of a metric and motion in a potential.

1.1 The spray of a metric

Let $M$ be an infinite dimensional manifold (typically a manifold of maps) with a symmetric, bilinear form $B$ defined on each tangent space $T_xM$. Recall that $B$ induces in a natural way, a map $B: T_xM \to T^*_xM$ at each $x \in M$; if $v \in T_xM$, $(B \cdot v)(w)$ is defined to be $B(e, w)$ for any $w \in T^*_xM$.
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The form $B$ is said to be weakly nondegenerate if the map $v \mapsto Bv$ is injective at each $x \in M$; this is clearly equivalent to the statement: $B(e, w) = 0$ for all $w$ implies $e = 0$. If the map $v \mapsto Bv$ is an isomorphism, $B$ is said to be strongly nondegenerate. The two notions coincide in the finite dimensional case. If $B$ is weakly nondegenerate, $(M, B)$ is called a weak pseudo-Riemannian manifold.

It is convenient to denote by $\langle \cdot, \cdot \rangle_x$ the fiber over $x \in M$. We now wish to define the spray $S$ of the metric $\langle \cdot, \cdot \rangle_x$. This should be a vector field on $TM$; $S: TM \to TM$ whose integral curves project onto geodesics. Locally, if $(x, v) \in T_xM$, write $S(x, v) = (\langle x, v \rangle, (v, \gamma(x, v))$. If $M$ is finite dimensional, the geodesic spray is given by putting $\gamma(x, v) = -T^*_x\rho(c)v^\rho x^\rho$.

In the general case, the correct definition for $\gamma$ is

$$\langle \gamma(x, v), w \rangle = \frac{1}{2} D_x(v, w) - \frac{1}{2} D_x(v, w)_x \cdot v$$

where $D_x(v, w)$ means the derivative of $(v, w)$ with respect to $x$ in the direction of $w$. In the finite-dimensional case, the right hand side of (1) is given by

$$\frac{\partial v}{\partial x} \rho'^\rho \omega^\rho - \frac{\partial \omega^\rho}{\partial x} \sigma^\sigma \omega^\rho,$$

which is the same as $-T^*_x\rho(x^\rho \omega^\rho)$. So with this definition of $\gamma$, $S$ is taken to be the spray. The verification that $S$ is well-defined independent of the charts is not too difficult. Notice that $\gamma$ is quadratic in $v$. One can also show that $S$ is just the Hamiltonian vector field on $TM$ associated with the kinetic energy $\frac{1}{2} (v, v)$. This will be done in § 4 below; cf. Abraham [2] and Chernoff-Marsden [1].

The point is that the definition of $\gamma$ in (1) makes sense in the infinite as well as the finite dimensional case, whereas the usual definition of $T^*_x\rho$ makes sense only in finite dimensions. This then gives us a way to deal with geodesics in infinite dimensional spaces.

1.2 Equations of motion in a potential

Let $t \mapsto (x(t), v(t))$ be an integral curve of $S$. That is:

$$\dot{x}(t) = v(t); \quad \dot{v}(t) = \gamma(x(t), v(t)).$$

These are the equations of motion in the absence of a potential. Now let $V: M \to \mathbb{R}$ (the potential energy) be given. At each $x$, we have the differential of $V$, $dV(x) \in T^*_xM$, and we define $\text{grad} V(x)$ by:

$$\langle \text{grad} V(x), w \rangle = dV(x)(w).$$

It is a definite assumption that $\text{grad} V$ exists, since the map $T_xM \to T^*_xM$ induced by the metric is not necessarily bijective.

The equation of motion in the potential field is given by:

$$\dot{x}(t) = v(t); \quad \dot{v}(t) = \gamma(x(t), v(t))-\text{grad} V(x(t)).$$
The total energy, kinetic plus potential, is given by \( H(x, v) = \frac{1}{2}(v_1, v_2) + V(x) \). It is easily checked that \( H \) is constant along curves \( (x(t), v(t)) \) satisfying (4), i.e., along integral curves of the vector field \( Z \) which, in coordinates, is given by \( Z(x, v) = ((x, v), (v, v) - \gamma - \gamma V) \).

1.3 Example: The wave equation

A solution to the three-dimensional wave equation is, by definition, a function \( f(x, t), x \in \mathbb{R}^3, t \in \mathbb{R} \), satisfying \( \frac{\partial^2 f(x, t)}{\partial t^2} = \nabla^2 f \). We can show this to be the equations of motion in a potential field on the appropriate space \( M \). Choose \( M = L^2(\mathbb{R}^3, \mathbb{R}) \); \( M \) is a Hilbert space with a strong metric given by the usual inner product: \( \langle f, g \rangle = \int \nabla f \cdot \nabla g \, dx \). This makes sense in our context since \( M \) is a linear space and so may be identified with its tangent space. Note that \( \gamma = 0 \), since the right side of (1) vanishes identically. The geodesics are therefore straight lines. Now let the potential function be defined by

\[
V(f) = \frac{1}{2} \int V(f) \, dx
\]

We are proceeding formally at the moment, since \( V \) is really defined only on \( H^1(\mathbb{R}^3, \mathbb{R}) \). (See Part I, § 1 for the definition of the Sobolev space \( H^1 \).)

The equations of motion (4) become \( f = -\gamma \nabla V(f) \), since \( \gamma = 0 \). We compute grad \( V \) as follows: \( \langle \nabla V(f), h \rangle = \frac{\partial V(f)}{\partial t} \cdot h = \frac{\partial}{\partial t} \left( \nabla f \cdot h \right) = -\left( \nabla^2 f \right) \cdot h = -\nabla V(f) \), where we have integrated by parts. Thus grad \( V(f) = -\nabla V(f) \), and we get \( f = \nabla V(f) \), which is the wave equation.

Since two derivatives have been lost in this process, the gradient will not be everywhere defined. Nevertheless, one can show the existence of a global flow (producing "curves of functions") which is the solution to the wave equation; cf. Yosida [1], 2.6 below. The total energy is given by:

\[
H(f, f) = \frac{1}{2} \langle f, f \rangle + \frac{1}{2} \langle \nabla f, \nabla f \rangle
\]

\[
H = K.E. + P.E.
\]

Note that the vector field associated to the wave equation is only densely defined, so one has to be somewhat careful with derivatives and flows. For our purposes we can ignore these technicalities which, fortunately, do not affect understanding the basic ideas in what follows. (See Chernoff-Marsden [1] for a complete discussion of the technical points just alluded to.)

1.4 Lagrangian systems

We now want to generalize the idea of motion in a potential to the idea of a Lagrangian system, which is a special case of a Hamiltonian system.
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We begin with a manifold \( M \) and a given function \( L: TM \rightarrow \mathbb{R} \) called the Lagrangian. (Here \( M \) is, in general infinite dimensional not to be confused with the notation \( M \) which will be used below for a space like hypersurface.) In case of motion in a potential, one takes

\[
L(\dot{v}) = \frac{1}{2}(v_1, v_2) - V(x)
\]

which differs from the energy in that we use \( -V \) rather than \(+V\).

Now \( L \) defines a map, called the fiber derivative, \( FL: TM \rightarrow T^*M \) as follows: let \( v, w \in T_xM \). Then

\[
FL(v) \cdot w = \frac{d}{dt} L(x + tw)_{x=x_0}
\]

That is, \( FL(v) \cdot w \) is the derivative of \( L \) along the fiber in direction \( w \).

In case of \( L(\dot{v}) = \frac{1}{2}(v_1, v_2) - V(x) \), we see that \( FL(v) \cdot w = \langle v_1, w_1 \rangle \) so we recover the usual map of \( TM \rightarrow T^*M \) associated with the bilinear form \( \langle \cdot, \cdot \rangle \).

Now \( T^*M \) carries a canonical two form \( \omega \) called the canonical symplectic form (see Abraham [2], Lang [1]). Using \( FL \) one obtains a closed (two form \( \omega_L \) i.e., \( d\omega_L = 0 \)) on \( TM \) by pulling back the canonical symplectic structure on \( T^*M, \omega_L = (FL)^*\omega \). All we shall require is the following local formula for \( \omega_L \): if \( M \) is modeled on a linear space \( \mathbb{R} \), so locally \( TM \) looks like \( U \times \mathbb{R} \) where \( U \subset \mathbb{R} \) is open, then \( \omega_L(u, e) \) for \( (u, e) \in U \times \mathbb{R} \) is the skew symplectic bilinear form on \( \mathbb{R} \times \mathbb{R} \) given by

\[
2\omega_L(u, e) \cdot (e_1, e_2) = D_1(D_2(L(u, e) \cdot e_2) - D_2(D_1(L(u, e) \cdot e_1) \cdot e_1 - D_1(D_2(L(u, e) \cdot e_1) \cdot e_1 - D_2(D_1(L(u, e) \cdot e_1) \cdot e_1)
\]

where \( D_1, D_2 \) denote the indicated partial derivatives of \( L \). Rather than going through the (routine) derivation of this formula from that of \( \omega \), let us just adopt this as our basic two form.

It is easy to see that \( \omega_L \) is (weakly) nondegenerate iff \( D_1D_2(L(u, e) \cdot e_1 \) is nondegenerate. But we want to also allow degenerate cases for later purposes. In case of motion in a potential, nondegeneracy of \( \omega_L \) amounts to nondegeneracy of the metric \( \langle \cdot, \cdot \rangle \). The action of \( L \) is defined by \( A: TB \rightarrow \mathbb{R}, A(v) = FL(v) \cdot v \), and the energy of \( L \) is \( E = A - L \). In charts,

\[
E(u, e) = D_2(L(u, e) \cdot e - D_1(L(u, e)
\]

and in finite dimensions it is the expression

\[
E(q, \dot{q}) = \frac{1}{2} \frac{d}{dt} \dot{q}^2 - L(q, \dot{q})
\]

(summation convention)
Now given \( L \), we say that a vector field \( Z \) on \( TM \) is a Lagrangian vector field for \( L \) if the Lagrangian condition holds:

\[
2\omega_L(\epsilon)Z(\epsilon, \omega) = dE(\epsilon) \cdot w
\]

for all \( \epsilon \in T^1M \), and \( w \in T_\epsilon(TM) \). Here, \( dE \) denotes the differential of \( E \). Below we shall see that for motion in a potential, this leads to the same equations of motion which we found above.

If \( \omega_L \) were a weak symplectic form there would be at most one such \( Z \). The fact that \( \omega_L \) may be degenerate however means that \( Z \) is not uniquely determined by \( L \) so that there is some arbitrariness in what we may choose for \( Z \). Also if \( \omega_L \) is degenerate, \( Z \) may not even exist. If it does, we say that we can define consistent equations of motion. These ideas have been discussed in the finite dimensional case by Dirac [1] and Kuznel [1].

The dynamics is obtained by finding the integral curves of \( Z \); that is the curves \( v(\epsilon) \) such that \( v(\epsilon) \in TM \) satisfies \( (dv/d\epsilon)(\epsilon) = Z(v(\epsilon)) \). From the Lagrangian condition it is trivial to check that energy is conserved even though \( L \) may be degenerate:

### 1.4.1 Proposition
Let \( Z \) be a Lagrangian vector field for \( L \) and let \( v(\epsilon) \in TM \) be an integral curve of \( Z \). Then \( E(v(\epsilon)) \) is constant in \( \epsilon \).

**Proof.** By the chain rule,

\[
\frac{d}{d\epsilon} E(v(\epsilon)) = dE(v(\epsilon)) \cdot v'(\epsilon) = dE(v(\epsilon)) \cdot Z(v(\epsilon)) = 2\omega_L(v(\epsilon))Z(v(\epsilon), v(\epsilon)) = 0
\]

by the skew symmetry of \( \omega_L \).

We now want to generalize our previous local expression for the spray of a metric, and the equations of motion in the presence of a potential. In the general case the equations are called "Lagrange's equations".

### 1.4.2 Proposition
Let \( Z \) be a Lagrangian system for \( L \) and suppose \( Z \) is a second order equation (that is, in a chart \( U \times \mathbb{E} \) for \( TM \), \( Z(u, \epsilon) = (\epsilon, Z(u, \epsilon)) \) for some map \( Z : U \times \mathbb{E} \to \mathbb{E} \)). Then in the chart \( U \times \mathbb{E} \), an integral curve \( v(\epsilon) \) of \( Z(\epsilon) \) satisfies Lagrange's equations:

\[
\begin{align*}
\frac{du}{dt}(\epsilon) &= v(\epsilon) \\
\frac{d}{dt} \left(D_LT(u(\epsilon), v(\epsilon)) \cdot w\right) &= D_LT(U(\epsilon), v(\epsilon)) \cdot w
\end{align*}
\]

for all \( u \in \mathbb{E} \). In case \( L \) is nondegenerate we have

\[
\frac{du}{dt} = \{D_LT(u, v)\}^{-1}(D_LT(u, v) \cdot w - D_LT(u, v) \cdot v).
\]

In case of motion in a potential, (2) reduces readily to the equations we found previously defining the spray and gradient.

**Proof.** From the definition of the energy \( E \) we have

\[
dE(u, \epsilon) \cdot (\epsilon, e) = D_LT(u, v) \cdot e + D_LT(u, v) \cdot \epsilon = 0 - D_LT(u, v) \cdot e,
\]

locally we may write \( Z(u, \epsilon) = (\epsilon, Y(u, \epsilon)) \) as \( Z \) is a second order equation. Using the formula for \( \omega_L \), the condition on \( Y \) may be written, after a short computation:

\[
D_LT(u, v) \cdot e_1 = D_LT(u, v) \cdot e_1 \cdot e + (D_LT(u, v) \cdot Y(u, \epsilon)) \cdot e_1 \quad \text{for all } e_1 \in \mathbb{E}.
\]

This is the formula (2) above. Then, if \( o(\epsilon) \), \( v(\epsilon) \) is an integral curve of \( Z \) we obtain, using dots to denote time differentiation,

\[
D_LT(u, v) \cdot e_1 = D_LT(u, \dot{u}) \cdot e_1 \cdot \dot{u} + D_LT(u, \ddot{u}) \cdot \ddot{u} \cdot e_1
\]

by the chain rule.

We remark that if \( \omega_L \) were nondegenerate \( Z \) would automatically be a second order equation (cf. Abraham [2]). Also, the condition of being second order is intrinsic; \( Z \) is second order if \( TM = \mathbb{E} \), where \( \pi : TM \to M \) is the projection. See Abraham [2], or Lang [1].

Often \( L \) is obtained in the form

\[
L(u, \dot{u}) = \int_{\mathcal{L}} \left( u, \frac{\partial L}{\partial \dot{u}}, \dot{u} \right) d\mu
\]

for a Lagrangian density \( \mathcal{L} \) and \( u \) some volume element on some manifold \( Q \). Then \( M \) is a space of functions on \( Q \) or more generally sections of a vector bundle over \( Q \). In this case, Lagrange's equations may be converted to the usual form of Lagrange's equations for a density \( \mathcal{L} \). We shall see how to do this below in a special case.

### 1.5 Conservation Theorems
We now wish to formulate some basic conservation laws which hold in the presence of a group of symmetries. We first state the laws in the case of motion in a potential.
Let $\mathcal{M}$ be a pseudo-riemannian manifold acted on by a Lie group $G$—i.e., for each $a \in G$, there is a diffeomorphism $\Phi_a: M \to M$, such that $\Phi_a \circ \Phi_b = \Phi_{ab}$ and $\Phi_1 = \text{identity}$. Let $v \in \mathfrak{g}$, the Lie algebra of $G$. Then $v$ determines the 1-parameter subgroup $\exp(v)$ and thus a 1-parameter group of diffeomorphisms $\Phi_{\exp(v)}$ of $M$. Let $X(v) = (d/dt)\Phi_{\exp(tv)}(0)$. The vector field $X$ is called an infinitesimal generator of the action. For example the infinitesimal generators of $SO(3)$ acting on $\mathbb{R}^3$ are the usual vector fields corresponding to rotations about an axis.

Suppose that a potential function $P: M \to \mathbb{R}$ is given and suppose further that:

(a) $\Phi_a$ is an isometry for all $a \in G$
(b) $P$ is invariant under the action of $G: V \hookrightarrow \Phi_a = V, a \in G$.

Given this, there exist certain functions which remain constant on the integral curves of the equations of motion. Namely for each infinitesimal generator $X$,

$$P(X): TM \to \mathbb{R} \text{ defined by } P(X)(\xi) = \langle \xi, X(\xi) \rangle$$

is such a function. We call $P(X)$ the momentum function for $X$. ($P$ can be regarded as a homomorphism from $\mathfrak{g}$ to the Lie algebra of functions on $TM$ under the Poisson bracket.)

We shall now prove a more general theorem in the context of Lagrangian systems. Namely, consider a general Lagrangian $L: TM \to \mathbb{R}$. The assumption in this case is that $\Phi_{\xi}: TM \to TM$ leaves $L$ invariant. The constants of the motion are now defined by

$$P(X): v \mapsto FL(v) \cdot x$$

where $FL(v) \cdot x$ is the fiber derivative, defined above. If $L = K - V$, (2) reduces to (1) immediately.

In this result, observe that we do allow for the possibility that $L$ might be degenerate. The only special assumption needed on $Z$ is that it exist and be second order.

1.5.1 Proposition. Let $Z$ be a Lagrangian vector field for $L: TM \to \mathbb{R}$ and suppose $Z$ is a second order equation.

Let $\Phi_1$ be a one parameter group of diffeomorphisms of $M$ generated by the vector field $Y: M \to TM$. Suppose that for each real number $t, L \circ \Phi_{t} = L$. Then the function $P(Y): TM \to \mathbb{R}$, $P(Y)(v) = FL(v) \cdot Y$ is constant along integral curves of $Z$.

Proof. Let $t(t)$ be an integral curve for $Z$. Then we shall show that $(d/dt)(P(Y)(t(t))) = 0$. Indeed, in a coordinate chart, if $(u(t), v(t))$ is the integral curve,

$$
\frac{d}{dt} [FL(v(t)) \cdot Y] = \frac{d}{dt} \{ D_L(u(t), v(t)) \cdot Y(u(t)) \}
= D_{X}D_L(u(t), v(t)) \cdot Y(u(t)) \cdot v(t) + D_{X}D_L(u(t), v(t)) \cdot Y(u(t)) \cdot D_{Y}(u(t), v(t)) \cdot v(t).
$$

Now the condition that $Z$ be the Lagrangian vector field of $L$ means exactly that the first two terms equal $D_{X}D_{L}(u(t), v(t)) \cdot Y(u(t))$ (see the proof of 1.4.2 above). However if we differentiate $L \circ \Phi_{t}$ with respect to $t$ we obtain for any point $(u, v)$,

$$0 = \frac{d}{dt} L(\Phi_{t}(u), D\Phi_{t}(u) \cdot v))|_{t=0}
= D_{Y}L(u, v) \cdot Y(u) + D_{Y}(u, v) \cdot D_{Y}(u, v) \cdot v.
$$

Comparing this with the above gives $(d/dt)[FL(v) \cdot Y] = 0$ and proves the assertion.

2. The basic equations of general relativity; dynamics on $\mathcal{M}$

In this section, we develop the dynamics on the space $\mathcal{M}$ of riemannian metrics on a fixed three manifold $\mathcal{M}$ and its relationship with the (exterior) Einstein field equations, namely that the resulting four dimensional metric have zero Ricci curvature.

We shall be concentrating in this section on the simplest possible case in which the four metric $g$ and the three metric $\hat{g}$ are related by

$$g_{ab} dx^a dx^b = -dt^2 + g_{ij} dx^i dx^j.
$$

Here $x^i = (t, x^i)$ and our conventions are that $g$ has signature $(-, +, +, +)$. In the next section we shall consider the case of a general $g$.

We begin with some motivation and explanation of the usual Einstein field equations.

2.1 General relativity; introductory remarks

Einstein was led to the general theory of relativity by his conviction that gravitational forces should be incorporated into the geometry of spacetime in a "natural" way—"natural" meaning natural in a geometrical sense. The idea is that a body moving under the force of gravitation alone (e.g.,
a satellite circling the earth) should travel along a geodesic in an appropriate differentiable manifold. Such a manifold is certainly not flat 3-space, since the motion of a satellite would not then be geodesic. It is also easy to see that the manifold cannot be a curved three-dimensional Riemannian space: consider the case of two projectiles $P_1$, $P_2$ launched at the same time from $A$ with trajectories as indicated in Figure 2.1, both passing through $B$ (this is easily arranged). It is clear that not both $P_1$ and $P_2$ can be geodesic with respect to any 3-space metric; since $B$ can be moved arbitrarily close to $A$, there are no normal neighborhoods of $A$ (in which there are unique minimizing geodesics).
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On the other hand, we do get unique trajectories if we require the projectile to pass through $B$ at a given time. So we are compelled to consider a manifold of dimension at least four. Finally, it is almost obvious that this 4-manifold cannot be Riemannian (metric tensor positive definite): Riemannian manifolds are isotropic in the sense that there are no intrinsically defined, distinguished directions. But space-time is not isotropic; for example the geodesic connecting (you, now) with (Sirius, 1 second later) could not be traversed by a material particle required to travel at a speed below that of light. There has to distinguish between possible particle trajectories (timelike curves), impossible particle trajectories (spacelike curves), and possible photon trajectories (null curves).

All in all, one is led to consider a four-dimensional pseudo-Riemannian manifold whose metric tensor $g$ has the signature $\{-, +, +, +\}$. This is quite natural since it tells us that locally (in the tangent space, or in a normal neighborhood) the universe looks like Minkowski-space. In this manifold, the "world line" or space-time trajectory of a freely falling particle is a geodesic. Furthermore, it is assumed that this geodesic does not depend on the mass of the particle (an orange and a grapefruit behave the same way in the same gravitational field). This is called the principle of equivalence.

No matter what the gravitational field, the space-time is required to satisfy the Einstein field equations $\text{Ric} = 0$ (or $\mathcal{R}_{ab} = 0$) in the absence of matter, or in regions exterior to sources. Of course Ric denotes the Ricci tensor of our metric.

We would like to now present the geometrical meaning of the field equations $\text{Ric} = 0$. This can be used as motivation for the equations. Compare Pirani [1] and the Rund-Lovelock lectures in this seminar. The following exposition was provided by Dan Norman.

Let $u$ be the tangent to a timelike geodesic $x(t)$ (timelike means $\langle u, u \rangle < 0$), so $\nabla_u u = 0$. Consider the Jacobi field (or deviation vector) $\eta$ along $x(t)$; it satisfies Jacobi's equation:

$$\nabla_u \nabla_u \eta + \text{R}(\eta, u)u = 0$$

where $R$ is the curvature tensor. Regarded as a map $\tilde{R}_u$ in $\eta$, Ric$(\eta, u) = 0$ is its trace.

We are supposed Ric = 0. Let $e_i$, $i = 1, 2, 3$ be vectors orthogonal to $u$ at a point $p$ where $t = 0$. Then extend $e_i$ to be Jacobi fields with initial condition $\nabla_u e_i = 0$ at $p$. Then $\nabla_u (u \cdot e_i) = \nabla_u u \cdot e_i + u \cdot \nabla_u e_i = u \cdot \nabla_u e_i$ so $\nabla_u \nabla_u (u \cdot e_i) = u \cdot \nabla_u \nabla_u e_i = -u \cdot \text{R}(e_i, u)u = 0$ (we have $\text{R}(e_i, u)u = 0$ always by skew symmetry of $\text{R}(e, \nu)\omega(z)$ in $\nu, \omega$). Hence $u \cdot e_i = 0$ for all time. Choose $e_i$ to be eigenvectors of $\tilde{R}_u$ on the space orthogonal to $u$. We denote this restriction by $\tilde{R}^u$. Thus $\tilde{R}^u e_i = \lambda e_i$, and $\lambda + \lambda + \lambda = 0$ because $\tilde{R}_{uu} = 0$ and the trace of the symmetric operator $\tilde{R}_u$ is zero.

Now these vectors $e_i$ span a three volume. Multiply $e_i$ by $e$ (so that we can be sure exp maps the field $e_i$ onto geodesics close to the geodesic through $p$). A satisfactory approximation of the volume of the cube spanned by these vectors is $(\text{vol}) = e_1 e_2 e_3$. We compute:

$$\frac{dt}{d^3} (\text{vol})_p = \nabla_u \nabla_u (\text{vol})_p$$

$$= e_1 (\nabla_u \nabla_u e_1) + e_2 (\nabla_u \nabla_u e_2) + e_3 (\nabla_u \nabla_u e_3) + \text{First derivative terms}$$

Since the $e_i$'s are Jacobi fields and eigenvectors (at $p$) of $\tilde{R}_u$, and since $\nabla_u e_i_p = 0$, we have

$$\frac{dt}{d^3} (\text{vol})_p = -(\lambda_1 + \lambda_2 + \lambda_3) (\text{vol})_p = 0$$

as the condition equivalent to Ric = 0.

We can interpret this more physically as follows. Imagine ourselves in a freely falling elevator and watch a collection of freely falling particles. The particles are initially at rest with respect to each other, but due to motion
towards the earth's center, they will pick up a relative motion (see Figure 2.2).

The condition (1) says that the 3-volume (up to second order) is remaining constant during the motion. This geometric property is directly verifiable in the case of the Newtonian gravitational field, so is a reasonable candidate for generalization. Thus we shall adopt \( \text{Ric} = 0 \) as the Einstein field equations in our Lorentz four manifold.

2.2 The general program

Let \( V \) be a spacetime with \( M \) a three-dimensional spacelike section without boundary (a spacelike section is a submanifold such that for \( 0 \leq v \in T_v \mathcal{M}, (v, v) > 0 \)). Assume for the moment that \( M \) is compact, so that there exists a neighborhood \( U \) of \( M \) in which the timelike geodesics (that is geodesics whose tangent vectors \( v \) have \( (v, v) < 0 \) orthogonal to \( M \) have no focal points. If we let \( t \) measure proper time on these geodesics with \( t = 0 \) on \( M = M_\theta \), then the function \( t \) is well-defined in \( U \). The surfaces \( M_t \) given by \( t = \text{constant} \) form a one parameter family of space sections, all diffeomorphic to \( M \). Let \( g_t \) be the induced Riemannian metric on \( M_t \). Via the aforementioned diffeomorphism, we can regard \( g_t \) as a curve in the space of positive definite metrics on \( M \). The fact that \( V \) is Ricci flat implies that \( g_t \) satisfies certain differential equations. We want to work these out.

We also want to go the other way: given \( M \), a positive definite metric \( g_0 \), and a symmetric tensor \( k_0 = g_0 \) (the second fundamental form of \( M \) in \( V \)) we want to find the curve \( g_t \) describing the time evolution of the geometry of \( M \), and then to paste together the resulting 3-manifolds \( M_t \) to obtain a piece of spacetime.

2.3 The space of Riemannian metrics and the DeWitt metric

Fix \( M \), a compact, oriented 3-manifold. (It is actually not necessary to assume \( M \) compact; the noncompact case is handled by imposing certain asymptotic conditions at infinity.) Let \( S_2(M) \) be the linear space of \( (C^\infty) \) symmetric twice covariant tensor fields on \( M \). The set \( \mathcal{M} \subseteq S_2(M) \) of all positive definite metrics forms an open cone in \( S_2(M) \) — i.e., \( \mathcal{M} \) is invariant under addition and multiplication by positive scalars. The same sorts of technicalities encountered in hydrodynamics arise here, and one should properly work with the set \( \mathcal{M}^+ \), the metrics in the Sobolev class \( H^1 \); but for simplicity, most of the development will be done directly in \( \mathcal{M} \). Since \( \mathcal{M} \) is an open cone in \( S_2(M) \) (in the \( C^\infty \) or \( H^1 \) topology), we know that \( T \mathcal{M} = \mathcal{M} \times S_2 \).

We want to construct a Hamiltonian system on \( \mathcal{M} \), and the first order of business is to produce a metric — i.e., for each \( g \in \mathcal{M} \), we need a symmetric bilinear map \( \langle \cdot , \cdot \rangle : \mathcal{M} \times \mathcal{M} \rightarrow \mathbb{F} \). We define \( \mathcal{B} \) by:

\[
\mathcal{B}(g, h) := \int_M [h \cdot k - tr(h) tr(k)] d\mu_g
\]

where \( h \cdot k = k^i \kappa_{ij} \), \( tr(h) = h^i_i \), all indices being raised with \( g \) and \( \mu_g \) is the volume element associated with \( g \), \( \mu_g = \sqrt{\det g_{ij}} d^4 x \wedge dx^4 \). Observe that \( \mathcal{B} \) is symmetric, bilinear, and depends on \( g \); it is called the DeWitt metric. \( \mathcal{B} \) is not positive definite because of the minus sign, but it is nondegenerate:

2.3.1 Proposition. \( \mathcal{B} \) is a weak metric.

Proof. Assume that for some \( g \in \mathcal{M} \), \( \mathcal{B}(g, h) = 0 \) for all \( k \in S_2(M) \). Put \( k = h - \frac{1}{2} tr(h) g \in S_2 \). Then one sees that \( \mathcal{B}(g, k) = \int_M h \cdot k d\mu_g = 0 \) so \( h = 0 \).

Observe that as was the case with hydrodynamics, \( \mathcal{B} \) is not a strong metric in any of the topologies of interest on \( \mathcal{M} \) (such as the \( C^\infty \) or \( H^1 \) topologies).

Next, we wish to compute the spray of \( \mathcal{B} \); this is nontrivial because of the dependence on \( g \).
2.3.2 Proposition. The spray of $\mathcal{G}$ is the map $\hat{S}: \mathcal{M} \times X_s \to (\mathcal{M}^c) \times (X_s^c)$ whose last component is given by

$$ S(g, k) = k \cdot k - \frac{1}{2} \text{tr}(k^2) - \frac{1}{2} [k \cdot k - \frac{1}{2} \text{tr}(k^2)] g $$

where, in coordinates, $k \cdot k = k_i k^i$. To prove this, we must verify that $S$ satisfies the equation (1) of § 1.1 which in this case, reads:

$$ \mathcal{G}_h(S(g, k), h) = \frac{1}{2} D_h \mathcal{G}_h(k, k) \cdot h - D_h \mathcal{G}_h(k, h) \cdot k. $$

And to verify this, we need to know how to take the appropriate derivatives. This is done in the next lemma.

2.3.3 Lemma. (a) The derivative of the map $g \mapsto \mu_\nu$ in the direction $h \in S_\nu$ is $\frac{1}{2} \text{tr}(h) \mu_\nu$.

Proof. Let $g(t) = g + th$. We want $(d/dt)\mu_\nu(t)|_{t=0}$, which we can get once we know $(d/dt)|_{t=0}$, which we have $(g_{\alpha\beta} + th_{\alpha\beta}) = (g_{\alpha\beta}) \times (h^i + th^i)$, so $(d/dt)|_{t=0} = \text{det}(g_{\alpha\beta} + th_{\alpha\beta}) = \text{det}(g_{\alpha\beta}) \text{tr}(h)$. The lemma follows immediately.

(b) For fixed $h$, $k$, the derivative of $g \mapsto h \cdot k$ in the direction $h_i$, is $-2h_i \cdot (h \times k)$.

Proof. Note that we can regard $h \in S_\nu(M)$ as a map $T_hM \to T^*_hM$ so $g^{-1}h$ is a map of $T_hM$ to $T^*_hM$. In coordinates, $g^{-1}h$ is $g^{ij}h_{ij}$, and $g^{-1}$ is $g^{ij}$. Then $h \cdot k = \text{tr}(g^{-1}hg^{-1}k)$. For $g(t) = g + th$, we have

$$(d/dt)g^{-1}(t)|_{t=0} = -g^{-1}h \cdot g^{-1}.$$

Then $(d/dt)(h \cdot k)|_{t=0} = -\text{tr}(g^{-1}h g^{-1}hg^{-1}) - \text{tr}(g^{-1}hg^{-1}h - g^{-1}h g^{-1}k) = -2h_i \cdot (h \times k).$

(c) The derivative of the map $h \mapsto \text{tr}(h)$ in the direction $h_i$ is $-h_i \cdot h$.

Proof. By definition, $\text{tr}(h)$ is the trace of the linear transformation $g^{-1}h$ of $T_hM$ to itself. If $g(t) = g + th$, then at $t = 0$ the derivative is $-\text{tr}(g^{-1}h g^{-1}h) = -h_i \cdot h$, as in (b).

Now to prove the proposition, it is a straightforward job to plug everything in to both sides of (3) and verify the equality. Namely from

$$ D_\nu \mathcal{G}_h(k, h) = \int_M \left( -2h_i \cdot (k \times h) + (tr h)h_i \cdot k + \frac{1}{2} [k \cdot k - \frac{1}{2} \text{tr}(k^2)] g \right) h_i \cdot d\mu_\nu, $$

which equals the right side of (3) obtained above.}

2.4 The potential

Now that we have found the spray of the DeWitt metric, the next project is to add on a potential. It turns out that the appropriate object is obtained from the scalar curvature $r(g) = r(g)$ of the metric $g$ on the 3-manifold $M$. We define $V: \mathcal{M} \to \mathbb{R}$ by

$$ V(g) = -2 \int_M r(g) d\mu_\nu. $$

(The factor $-2$ is conventional here.) To find $\text{grad} V$, we first need to know the derivative of $r(g)$:

2.4.1 Lemma.

$$ D_\nu r(g) = \Delta h - 2bbh - \text{Ric}(g) \cdot h, $$

where $bb$ is the double covariant divergence $b_i |_{\nu x}$ and $\Delta$ is the Laplace Beltrami operator on scalars, $\Delta \eta = -g^{ij} \eta_{ij}$. 

This result with further references may be found in Deser [1] and Berger-Ebin [1]. It is straightforward but long, and we shall omit it.

2.4.2 Proposition.

\( \text{grad } V(g) = 2 \text{Ric}(g) - \frac{1}{2} r(g) g \)

**Proof.** Using 2.3.3 and 2.4.1 and observing that \( \Delta (\text{tr } h) \) and \( \Delta h \) drop out because \( M \) is compact without boundary, we get:

\[ dV(g) \cdot h = \frac{\int M \text{Ric}(g) \cdot h \cdot dp_g - \int M r(\text{tr}(h)) \cdot dp_g}{M} \]

It is easy to check that (3) satisfies \( \mathcal{G} \) (grad \( V(g), h \) = \( dV(g) \cdot h \).

Indeed the left hand side becomes

\[ \int \left( \text{grad } V(g) \cdot h - \text{tr } (\text{grad } V(g) \cdot h) \right) dp_g = \int \left( 2 \text{Ric}(g) \cdot h - \frac{1}{2} r(g) g \cdot h \right) dp_g - \int \left( 2r(\text{tr}(h)) - \frac{3}{2} r(g) \text{tr} h \right) dp_g = 2 \int \text{Ric}(g) \cdot h \cdot dp_g - \int r(\text{tr}(h)) dp_g \]

which equals \( dV(g) \cdot h \). Thus (3) holds.

We now summarize what we have done so far:

2.4.3 Theorem. The equations for an integral curve \( (g(t), h(t)) \) for geodesic motion in \( \mathcal{A} \) in the presence of the potential \( V(g) = -2 \int \mathcal{G}(g) \cdot dp_g \) are:

\[ \frac{dg(t)}{dt} = h(t) \]

\[ \frac{dh(t)}{dt} = k \]

where

\[ \mathcal{G}(g, k) = \frac{1}{2} (k \cdot k - (\text{tr } k)^2) - 2r(g) \]

**Proof.** This follows immediately from equation (4) of §1.2, 2.3.2, and 2.4.2.

2.5 The constraints

Before we can show that the equations of motion in 2.4.3 lead to a Ricci-flat spacetime, we need to establish certain conservation laws. The first of these will be proved by using the results of §1.5. The first thing to observe is that there is a natural isometry group for \( \mathcal{A} \), the group \( \mathcal{G} \) of diffeomorphisms. The action of \( \mathcal{G} \) on \( \mathcal{A} \) is defined by:

\[ \Phi_g \cdot \eta \rightarrow (\eta^{-1})^* g \]

One can easily check that it satisfies the requirements for an action (§1.5), consists of isometries of \( \mathcal{A} \) and leaves \( V \) invariant. This invariance is basically due to the tensorial nature of \( \mathcal{G} \) and \( V \). We want to think of \( \mathcal{G} \) as the "active" coordinate transformations of \( M \). That the action (1) leaves \( \mathcal{G} \) and \( V \) invariant may therefore be interpreted as the invariance of the theory under (active) coordinate transformations.

To obtain the conservation law, we need to compute the infinitesimal generators of \( \Phi \). Let \( X \in T_e \mathcal{G} \) and \( \eta_X \) flow of \( X \), a one parameter group of diffeomorphisms of \( M \). By definition, the infinitesimal generator of the action corresponding to \( X \in T_e \mathcal{G} \) is given by (\( d/dt)(\eta^t)_e \eta^t|_{t=0} = -L_Xg \), where \( L_X \) is the Lie derivative. Thus the infinitesimal generator is \( g \rightarrow -L_Xg \). The constant of the motion is therefore \( (g, h) \rightarrow \mathcal{G}(\tau = -L_Xg, h) \).

To simplify this we need the following version of Stokes' theorem:

2.5.1 Lemma.

\[ \int_M L_Xg \cdot k \cdot dp_g = 2 \int_M \delta k \cdot dp_g \]

**Proof.** One can easily show that \( L_Xg = X_{\partial t} + X_{\partial t} \), where \( \partial t \) denotes covariant differentiation. Then

\[ \delta(k \cdot X) = (\delta k) \cdot X - k \cdot \nabla \delta \]

where

\[ k \cdot \nabla X = k^i X_{\partial i} + k^i X_{\partial i} = k^i \cdot L_Xg \]

by the symmetry of \( k \). Since, by Stokes's theorem, \( \int_M \delta(k \cdot X) \cdot dp_g = 0 \), we get the lemma.

2.5.2 Theorem. The constant of the motion above is given by

\[ \mathcal{G}(k, L_Xg) = 2 \int_M X \cdot \delta \pi \cdot dp_g \]

where \( \pi = k - (\tau k)g \), the "conjugate momentum."

Note. Our notation differs slightly from Fisher-Marsden [1] in the sign of \( \mathcal{G} \) and \( V \) and the fact that \( \pi \) is not a density.
PROOF OF 2.5.2. Now
\[ \mathcal{G}(k, L_X g) = \int_M \left\{ k \cdot L_X g - (\text{tr} k)(\text{tr} L_X g) \right\} d\mu_g \]
\[ = \int_M (L_X g) \cdot (k - (\text{tr} k)g) d\mu_g \]
\[ = \int_M L_X g \cdot \nabla g d\mu_g \]
\[ = 2 \int_M X \cdot \nabla g d\mu_g. \]

From the arbitrariness of \( X \), it follows that \((\delta\pi)\mu_g\) is conserved and thus if \( \delta\pi = 0 \) at \( t = 0 \), it remains \( 0 \) on the integral curves of the equations of motion. This is the first basic constraint on the initial data we will impose on the Einstein equations.

Although the result can be proven directly we feel it is important to emphasise that it results just from the invariance of the theory under \( \mathcal{G} \). Similarly if one had another theory on a different vector bundle than \( \mathcal{S} (M) \), one would obtain a conservation law merely from the coordinate invariance. Now we come to the second basic constraint.

2.5.3 Theorem. (Pointwise conservation of energy) Let \( (g(t), k(t)) \) be an integral curve of the system in 2.4.3 and let \( \delta\pi = 0 \) on this curve. Then the energy density
\[ \mathcal{H}(g, k)\mu_g = \frac{1}{2}(k \cdot k - (\text{tr} k)^2)\mu_g - 2r(g)\mu_g \]
is pointwise constant in time.

PROOF. Let \( \mathcal{H}(k) = \frac{1}{2}(k \cdot k - (\text{tr} k)^2) \), the kinetic energy density. Then
\[ \frac{\partial}{\partial t} (\mathcal{H}) = \mathcal{G}(k, \frac{d}{dt}k) = \mathcal{G}(k, \frac{d}{dt}k) + D_k \mathcal{H}(k) \cdot k\mu_g + \frac{\mathcal{H}}{2} \text{tr}(k)\mu_g \]
where \( \mathcal{G}(k_1, k_2) = k_1 \cdot k_2 - (\text{tr} k_1)(\text{tr} k_2) \). Using the formulas in Lemma 2.3.3 we have
\[ D_k \mathcal{H}(k) \cdot k = -k \cdot (k \times k) + k \cdot (k \text{tr}(k)) \]
and
\[ \mathcal{G}(k, \frac{d}{dt}k) = k \cdot k \times k - \frac{1}{2}(\text{tr} k) k \cdot k - \frac{1}{4} \mathcal{H}(\text{tr} k) \]
\[ - \frac{1}{2}(\text{tr} k)^2 - \frac{1}{2}(\text{tr} k)^2 - \frac{1}{2} \mathcal{H}(\text{tr} k) \]
\[ - 2 \text{Ric}(g) \cdot k + \frac{1}{2} r(g) \text{tr}(k) \]
\[ + 2 \text{tr}(g) \text{tr}(k) - \frac{3}{2} r(g) \text{tr}(k). \]

Adding, we get
\[ \frac{\partial}{\partial t} (\mathcal{H}) = (-2 \text{Ric}(g) \cdot k + r(g) \text{tr}(k))\mu_g. \]

On the other hand,
\[ \frac{\partial}{\partial t} (-2r(g)\mu_g) = -(r(g) \text{tr}(k))\mu_g - (2 \Delta (\text{tr} k) + 2 \delta k - 2 \text{Ric}(g) \cdot k)\mu_g. \]

Hence adding,
\[ \frac{\partial}{\partial t} (\mathcal{H}) = -2(\Delta (\text{tr} k) + \delta k)\mu_g = 2 \delta \pi \mu_g = 0. \]

This is a rather surprising result; normally it is the total (integrated) energy which is conserved in dynamical systems. But the pointwise conservation of energy is actually a necessary condition for any theory to be relativistically invariant. We shall see this more precisely below in § 3.

To get some idea of what the constraint \( \delta\pi = 0 \) means, it is instructive to look at the orbits of \( \mathcal{G} \) in \( \mathcal{M} \) (Figure 2.3). We may think of all metrics in the same orbit as being geometrically the same. The condition \( \delta\pi = 0 \) means that the curve \( g(t) \) must start off perpendicular to the orbit \( (L \text{ re } \mathcal{G}) \), while the conservation law states that the motion continues to cut the orbits perpendicularly. This space of orbits \( \mathcal{M} / \mathcal{G} \) is known as

\[ \mathcal{G} \]

\[ \text{THE CURVE } \int \frac{g(t)}{k(t)} + \frac{\delta (t)}{t} \]

\[ \text{ORBIT OF } g = \{ (n^{-1} g) | n \in \mathcal{G} \} \]

\[ \text{FIGURE 2.3} \]
superpace and has been studied fairly extensively; see Fischer [1]. Super-
space is not a manifold, but rather is a stratified set. One of the most
important results in this regard is the "slice theorem" proved by Ebin [1].
In order for the Hamiltonian analysis to go through completely, we have
to restrict our attention to a subset of $T.\mathbb{R}$:
\[ \mathcal{C} = ((g,h) \mid \frac{1}{2}(h \cdot h - (tr h)^2) - 2r(g) = 0 \text{ and } b(h - (tr h)g) = 0). \]
Unfortunately, it does not seem that $\mathcal{C}$ is a submanifold of $T.\mathbb{R}$; singularities
occur at metrics which have nontrivial isometry groups. These singularities
are sort of rare since there is a theorem, due to Ebin [1], that almost all
metrics (an open dense set) have no nontrivial isometries. However, it
is not necessary for our purposes that $\mathcal{C}$ be a submanifold. The important
fact is that $\mathcal{C}$ is invariant under the flow—the integral curves starting at
points in $\mathcal{C}$, remain in $\mathcal{C}$; this is precisely the meaning of the two constraint
theorems just established.

Recall that in hydrodynamics we had the "constraint" $\partial v = 0$, and
that the Hodge theorem was basic in this regard. Similarly there are basic
decomposition theorems related to the constraint set $\mathcal{C}$ due to Deser [1];
See also Berger-Ebin [1]. These decompositions are basic to analyzing the
geometry of $\mathcal{C}$, but we do not go into that here; cf. Fischer-Marsden
[4] and Brill-Deser [1].

On $\mathcal{C}$, the equations of motion 2.4.3 simplify to:
\[ \frac{\partial g}{\partial t} = 0 \]
\[ \frac{\partial k}{\partial t} = k \times k - \frac{1}{2}(tr k)k - 2 \text{Ric}(g) \]
since $\mathcal{C} = 0$. Conversely, one can show that a solution of (2) with $\mathcal{F}$ and
$\mathcal{H}$ initially zero maintains these conditions, so 2.4.3 will hold. The
difficult term here is the Ricci tensor which is quasilinear (linear in the
highest order derivatives); all the other terms are purely algebraic. In some
cosmological dust models, it is possible to neglect $\text{Ric}(g)$, and in these
cases Earley-Liang-Sachs [1] have obtained explicit solutions.

Warning. One must be careful in interpreting $\mathcal{F}$ as the "physical"
energy density. Indeed, in any region where no matter is present we will have
$\mathcal{F} = 0$. However, there may in fact be gravitational radiation
carrying gravitational energy across such a region. For more on this
point, see Arnowitt-Deser-Misner [1, 2], and Brill-Deser [1].

2.6 Remarks on existence of solutions

The original theorem concerning existence of solutions for the Einstein
system (which is basically (2) above) is due to Fourès-Bruchat [1]. The
result was improved on by Lichnerowicz [1] using Leray systems. See also

DIFFEOMORPHISM, HYDRODYNAMICS AND RELATIVITY 245

Choquet-Bruhat [1] and Dionne [1]. The method involves the theory of
second order partial differential equations which are quasi-linear and
"strictly hyperbolic." Actually, there is a simpler theory of quasi-linear
first order systems which is applicable here, as was observed by A. Fischer
(cf. Fischer-Marsden [2, 3]).

The way this goes is a bit complicated and will not be presented in
detail here. However, we will give the intrinsic geometrical definitions, as
they should be of some interest to geometers. We will illustrate with the
wave equation how one reduces a second order system to a first order one.
The method for relativity is more complicated, but the basic idea is the
same.

First of all let us consider the linear problem in $\mathbb{R}^n$: Let $u$ be a vector-
valued function $u: \mathbb{R}^n \to \mathbb{R}^m$. The system
\[ \frac{\partial u}{\partial t} = \sum_{\alpha=1}^n A^\alpha(x) \frac{\partial u}{\partial x^\alpha} + B(x) \cdot u \]
is said to be symmetric hyperbolic if the $m \times m$ matrices $A^\alpha$ are symmetric
for all $1 \leq i, j \leq n$. The system is first order and linear in $u$. Under fairly
mild restrictions, $A^\alpha, B$ should be of class $H^s$, $s > (n/2) + 1$, there
exists a unique solution $u(t)$ in $H^s$ (all time) for any initial condition $u_0$ in
$H^s$. This result is due basically to Petrovsky [1], Friedrichs [1], and others.
A proof may be found in Courant-Hilbert [1] Vol. II; see also Kato [3],
Dunford-Schwartz [1], and Chernoff-Marsden [1]. Using standard
techniques of reducing second order systems to first order, this theorem
may be used to solve the wave equation in $\mathbb{R}^n$:

2.6.1 Example. The wave equation.
The equation is
\[ \frac{\partial^2 f}{\partial t^2} = \nabla^2 f; f = f(x^1, \ldots, x^n, t). \]
Put, formally,
\[ \begin{bmatrix} f \\ \frac{\partial f}{\partial x^1} \\ \vdots \\ \frac{\partial f}{\partial x^n} \\ \frac{\partial f}{\partial t} \end{bmatrix} = \begin{bmatrix} u_0 \\ u_1 \\ \vdots \\ u_n \\ u_{n+1} \end{bmatrix} \]
Then the wave equation for \( f \) is the same as the following symmetric hyperbolic system for \( u \):  
\[
\begin{align*}
\frac{\partial u_n}{\partial t} &= u_{n+1} \\
\frac{\partial u_{n+1}}{\partial t} &= \frac{\partial u_n}{\partial x} \\
&\vdots \\
\frac{\partial u_{n+1}}{\partial t} &= \frac{\partial u_n}{\partial x^n} \\
\frac{\partial u_{n+1}}{\partial t} &= \frac{\partial u_n}{\partial x^n + \cdots + \partial u_n}.
\end{align*}
\]

In this case  
\[
A^t = \begin{pmatrix} 0 & 0 & \cdots & 0 \\
0 & 0 & \cdots & 1 \\
0 & 0 & \cdots & 0 \\
0 & 0 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 1 & \cdots & 0 
\end{pmatrix}
\]

are symmetric \((n + 2) \times (n + 2)\) matrices.

Thus, using the linear theory for general first order symmetric hyperbolic systems, we get an existence theorem for the wave equation, namely that if \( (f_0, (\partial f_0/\partial t)) \in H^{n+1} \times H^t \) there is a unique solution \( f_t \in H^{n+1} \), \(-\infty < t < \infty\), satisfying the given initial conditions.

The hyperbolicity of \((\partial^2 f/\partial t^2) = \Delta f\) is reflected in the symmetry of the \(A^t\). If we had used \((\partial^2 f/\partial t^2) = -\Delta f_t\), the \(A^t\) would not have come out symmetric—the Cauchy problem in this case is not well posed.

How do we do this invariantly? Well, we consider a vector bundle \(\pi: E \to M\) and sections \(u: M \to E\). Let \(J^1(E)\) be the first jet bundle; its fiber over \(x \in M\) is  
\[
J^1(E)_x = L(T_x M, E_x) \oplus E_x.
\]

A section \(u\) of \(E\) gives a section \(j(u)\) of \(J^1(E)\); the two components of \(j(u)\) are \(Du\) and \(u\). More precisely, we assume \(E\) has a connection and let \(Du\) be the horizontal part of \(Tu\); cf. Palais [1].
One requires $A$ to be $H^p$, a condition which also depends on the metric on $M$; see Fischer-Marsden [2] and Chernoff-Marsden [1] for details.

Now consider the nonlinear problem in $\mathbb{R}^4$. In this case we have a system of the form

$$\frac{\partial u}{\partial t} = \sum_A A(x, t, u) \frac{\partial u}{\partial x^A} + B(x, t, u),$$

where the $A^i$ and $B$ are matrices which are polynomial in $u$ (or more generally, satisfy Sobolev’s “condition $T$”; cf. Sobolev [1]). The system is quasi-linear and the matrices $A^i$ are symmetric. The nonlinear theorem is obtained from the linear theory by adapting the Picard method. In this case also, unique solutions exist in $H^p$, but only for short time, in contrast to the linear theory. This makes sense on vector bundles in much the same way as the linear case; we just require $A$ to be linear in the first factor $Du$.

The symmetry condition is unchanged.

The Einstein system (2) in § 2.5 above is rather like the wave equation and one can show that on the appropriate bundle, obtained in a way not unlike that for the wave equation, it is symmetric hyperbolic.

The verification that it is symmetric hyperbolic uses “harmonic coordinates”; cf. Lichnerowicz [1].

Thus we get existence and uniqueness of smooth solutions for short time (which can be extended to maximal solutions as well). These solutions depend continuously on the initial data.

In case that $M$ is noncompact, if a section $u$ of the bundle $\pi: E \to M$ is in $H^p$, then this means, intuitively, that it goes to zero at $\infty$. For relativity one usually requires an asymptotic condition; for example fix a metric $g_0$ (such as the spatial part of the Schwartzschild metric on $\mathbb{R}^4$) and require instead that our solution $g(t)$ be asymptotic to $g_0$, that is, $g(t) \to g_0$ in $H^p$ on a neighborhood of $\infty$. Under certain mild restrictions on $g_0$, the existence theory goes through in the class of metrics which are asymptotic to $g_0$.

This existence theory might be useful for finding some non-trivial solutions to the Einstein system which exist for all time without singularities (a conjecture of S. Deser). This uses the geometry of $\mathcal{C}$, the slice theorem of Ebin [1], and most importantly the idea of the total mass of a geometry (Brill-Deser [1]; see Fischer-Marsden [4] and Marsden [2].

Such a result is interesting because, in the presence of matter, one expects singularities to develop, as explained in professor Kndli’s lectures.

2.7 The Einstein field equations and the dynamical equations

Now we wish to return to the relationship between the four geometry and the evolving three geometry.

2.7.1 Theorem. $g_{ab}$ is Ricci-flat (that is, $g_{ab}$ on $V$ satisfies the Einstein vacuum field equations) $\Rightarrow$

(1) $g$ satisfies the equations (2) of § 5 and
(2) $\mathcal{A} = 0, \partial \sigma = 0$—the energy and divergence conditions are satisfied:

that is, $(g, k)$ lies in $\mathcal{H}$.

Remark. This theorem (and a more general one to follow), establish an equivalence between a geometrical condition ($R_{ab} = 0$) in the 4-metric and the Cauchy (evolution) problem for $g$. This is precisely the way in which the field equations are interpreted as equations of motion; i.e., as a dynamical system.

Proof of Theorem 2.7.1 (cf. Wheeler [1]). Given $V = M \times \mathbb{R}$ and the metric $g_{ab}(x, t)$ given by (1), $g_{ab}(x, t)$ is the induced hypersurface metric on $M \times \{t\} = M$. The necessary additional information comes from the second fundamental form and the Gauss-Codazzi equations, which describe the extrinsic structure (second fundamental form) of $M$ as an embedded submanifold. The second fundamental form has a simple expression. K. Yano [1], Ch. 5 § 5 is a good reference for the basic definitions and geometry of embedded hypersurfaces which we shall need. In particular for a hypersurface $M \subset V$ with unit normal $Z$, the second fundamental form $S(X, Y)$ is defined by $S(X, Y) = \langle H(X), Y \rangle, H(X) = V_X Z,$ (the Weingarten equation). There is a change in sign over what is in Yano (since $Z, Z = -1$ rather than $\mathbb{R}$. We shall need:

2.7.2 Lemma. The second fundamental form of $M < V$ for $M, V, g$ as above, is given by

\begin{equation}
S_{ij} = \frac{1}{2} \frac{\partial g_{ij}}{\partial t} = \frac{1}{2} k_{ij}
\end{equation}
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worked out directly from the definition

\[ 4R(Z, X, Z, Y) = (\nabla_Z \nabla_Y Z)(Y) - \nabla_Y \nabla_Z (Z, Y) + \nabla_Y \nabla_Z (Z, X)(Y) \]

Taking \( X = (\partial/\partial x^a), Y = (\partial/\partial x^b), Z = (\partial/\partial x^c) \) gives, in our case, using \( S_{ij} = \nabla_{ij} Z^i = Z_{,ij} \), and the formulas

\[
\begin{align*}
(\nabla_x W)^a &= W_{,a}^a = \frac{\partial W^a}{\partial x^a} + \Gamma_{ab}^c W^c \\
&= \frac{\partial W^a}{\partial x^a} + \Gamma_{ab}^c W^c + \Gamma_{ac}^b W^c \\
&= \frac{\partial W^a}{\partial x^a} + 0 + b^{,a}_b \frac{\partial W^b}{\partial x^a}
\end{align*}
\]

the result:

\[ 4R_{ab} = \frac{\partial}{\partial x^a} (S_{,b}) - S_{,b} S_{,a} + (S \times S)_{,a} \]

or

\[ 4R_{ab} = \frac{\partial}{\partial x^a} (S_{,b}) - S_{,b} S_{,a} + (S \times S)_{,a} \]

so by 2.7.2 we finally get:

\[ 4R_{ab} = \frac{\partial}{\partial x^a} (S_{,b}) - S_{,b} S_{,a} + (S \times S)_{,a} \]

(4)

\[ 4R_{ab} = \frac{\partial}{\partial x^a} (S_{,b}) - S_{,b} S_{,a} + (S \times S)_{,a} \]

We now have the information needed to complete the proof of 2.7.1. Assume \( \delta k_{ab} = 0 \). Then using (2), (4) and Yano’s conventions on Ric,

\[ 0 = 4R_{ab} = \frac{\partial}{\partial x^a} (S_{,b}) - S_{,b} S_{,a} + (S \times S)_{,a} \]

which gives the correct equation for \( \delta k_{ab}/\partial x^a \).

Similarly using (3),

\[ 0 = 4R_{ab} = \frac{\partial}{\partial x^a} (S_{,b}) - S_{,b} S_{,a} + (S \times S)_{,a} \]

which gives \( \delta k_{ab} = 0 \). Finally

\[ 0 = 4R_{ab} = \frac{\partial}{\partial x^a} (S_{,b}) - S_{,b} S_{,a} + (S \times S)_{,a} \]

This is the correct equation for \( \partial k_{ab}/\partial x^a \).
3. The lapse and shift functions

We now want to generalize the analysis in § 2 to allow more general representations of the four metric than

\[ g_{ab} \, dx^a \, dx^b = -dt^2 + g_{ij} \, dx^i \, dx^j. \]

This may be achieved by subjecting \( g_{ab} \) to an arbitrary coordinate transformation. Indeed for any Lorentz metric \( g_{ab} \) and spacelike hypersurface \( M_0 \), we can bring \( g_{ab} \) into the form (1) by choosing Gaussian normal coordinates; i.e., a standard tubular neighborhood defined by the exponential map. This is easy to check and is well known (cf. Synge [1]). In other words, the evolution equations we have derived previously (22) in 2.5 correspond to the use of Gaussian normal coordinates in the space time.

Physically, these coordinates may be described as follows. From \( M_0 \) we consider freely falling observers who start out orthogonal to \( M_0 \) (i.e., start out "at rest"). The coordinates on \( M_0 \) and the proper time as measured by these observers then defines the Gaussian system.

If a set of observers start off in relative motion to the above ones, and if they measure time differently, they will generate an isometric spacetime, but will see the 3-geometry evolving differently. The relative motion is described by the "shift" and the new clock rates by the "lapse." By this procedure we recover the full coordinate invariance of the spacetime.

We can look at the same procedure in a slightly different way. Starting with our 3-manifold \( M = M_0 \), we can choose a completely arbitrary congruence of timelike curves through \( M_0 \), subject only to the condition that the new parameter \( t' \) be zero on \( M_0 \) (this is no restriction). Since \( M_0 \) is compact, there will be a finite \( t' \)-interval in which the 3-manifolds \( M_t \) defined by \( t' = \) constant are all spacelike. Thus this new congruence determines a new curve \( \gamma' \) in \( M \), satisfying \( \gamma_{\nu'} = g_{\nu} \); and the curve \( \gamma' \) will satisfy a different set of evolution equations than those satisfied by \( g_{\nu} \).

However, \( g_{\nu} \) and \( \gamma' \) both represent the same spacetime; thus it is essential to find the relationship between the two curves. To do this, we shall introduce the lapse and shift functions.

Generally, in this dynamical approach we are restricting ourselves to a small interval of \( t \in \mathbb{R} \). When a singularity develops one may require other procedures to develop the spacetime further. Such procedures are not well developed; cf. Geroch [1]. We refer also to Professor Kundt's lectures for these matters.

We begin by introducing the shift. The lapse will be discussed separately below.

3.1 The shift

A shift function is given time-dependent vector field \( X_t \) on \( M \). Let \( \eta_t \) be its flow starting at the identity. The geometric picture for this is that our arbitrary congruence of timelike curves through \( M_0 \) is parametrized by requiring the surface \( t' = \) constant to be identical to those given by \( t' = \) the same constant, in Gaussian coordinates. Then the only thing happening is a coordinate transformation within the surface itself via a one-parameter family of diffeomorphisms on \( M \). This is a shift.

Let \( g(t) \) be the solution for no shift with initial values \( g_{00}, g_{0i} \) on \( M_0 \). Let \( \bar{g}(t) \) be the solution with the shift.

We have an induced coordinate transformation of \( M \times \mathbb{R} \) given by

\[ (x, t) \mapsto (\eta_t(x), t) = (\xi, \tau). \]

This transformation (thought of actively) changes the metric

\[ g_{ab} \, dx^a \, dx^b = -dt^2 + g_{ij} \, dx^i \, dx^j \]

into the form

\[ \bar{g}_{ab} \, d\xi^a \, d\xi^b = -(1 - X \cdot X) \, dt^2 - 2X_t \, d\xi^a \, d\xi^b + g_{ij} \, d\xi^i \, d\xi^j. \]

Note that we require \( X \cdot X < 1 \), or the relative velocity of our two observers must be less than that of light \( c = 1 \). Thus the solution \( \bar{g}_{ab} \) is required to be such that \( \bar{g}_{ab} \) will be Ricci-flat. But \( \bar{g} = (\eta_t)^*g \) so we can easily obtain the evolution equations for \( \bar{g} \) from those of \( g \). Letting \( \bar{k} = (\eta_t)^*k, \bar{k} = \partial g/ \partial t \), we get this system:

\[ \frac{\partial \bar{g}}{\partial t} = \bar{k} - L_X \bar{g} \]

\[ \frac{\partial \bar{k}}{\partial t} = S(k) - 2 \text{Ric}(ar{g}) - L_X \bar{k} \]

where

\[ S(k) = k \times k - \operatorname{tr}(k) k. \]

These are the evolution equations for \( \bar{g} \); they differ from those of \( g \) by just an additional Lie derivative. In \( \mathcal{M} \) we have the picture shown in Figure 3.1. Note that \( g_{ij} \) is perpendicular to the orbits, while \( \bar{g}_{ij} \) is not. They
both intersect the same orbits at the same $t$; thus they determine the same curve in superspace.

Notice that (1) is more complicated than the evolution equations with $X = 0$ because of the additional terms $L_X \psi$, $L_X \Phi$. However, the solution is obtained from the solution for $X = 0$ once we know the flow of $X$. This is rather like the procedure one uses in the Cauchy method of characteristics (i.e., the solution of $\partial \Phi/\partial t = -\sum X_i(t, x) (\partial \Phi/\partial x^i)$ is $f(t, x) = f_0(\eta_t(x))$ where $\eta_t$ is the flow $X = (x^1, \ldots, x^n)$. 

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{figure3.1}
\caption{The orbits of $\mathcal{G}$ in $M$ (the points of superspace)}
\end{figure}

\section*{Diffeomorphism, Hydrodynamics and Relativity}

which is a well defined degenerate metric on $\mathcal{D} \times \mathcal{M}$. Similarly

$$(3) \quad \Phi(\eta_t, g) = \Phi^0(g)$$

is the potential. Thus we have constructed on $\mathcal{D} \times \mathcal{M}$ a metric and a potential. The following is almost obvious from our discussion:

\subsection*{3.1.1 Theorem.} The equations of motion (1) are consistent equations for the metric $\Phi$ and potential $\Psi$ on $\mathcal{D} \times \mathcal{M}$, in the sense defined in $\S$ 1. The vector field $X_\Phi$ may be arbitrarily specified.

There is another way of looking at this which is analogous to what happens in hydrodynamics. Namely, let $\mathcal{G}$ denote the set of maps $g : M \to S(M)$ which cover some $\eta \in \mathcal{D}$. Then $\mathcal{G}$ becomes a vector bundle over $\mathcal{D}$; $\tau : \mathcal{G} \to \mathcal{D}$ with fiber isomorphic to the sections of $S(M)$. In particular we can restrict to $\mathcal{G}_0$ corresponding to the positive definite $g^\prime$s.

Now $\mathcal{G}_0$ is diffeomorphic to $\mathcal{D} \times \mathcal{M}$ in two ways: Let $g \in \mathcal{G}_0, \pi(g) = (\eta, \theta)$,

$$(\mathcal{D} \times \mathcal{M} \leftrightarrow \mathcal{G}_0 \to \mathcal{D} \times \mathcal{M})$$

$$(\eta, \theta)(g \ast \theta^{-1}) \leftrightarrow g \ast \theta$$

The difference is, of course, just the map $\Phi$ above. These ways of realizing $\mathcal{G}_0$ as $\mathcal{D} \times \mathcal{M}$ are analogous to the two ways one realizes $G$ as $G \times \mathcal{F}$ by left and right translations ($G$ is a Lie group, $\mathcal{F}$ its Lie algebra). The transition is that from "body" to "space" coordinates (cf. Arnold [1]), or roughly the difference between a stationary and a moving frame.

Thus $\mathcal{G}_0$ is analogous to $T^* \mathcal{G}_0$ in hydrodynamics; i.e., to Lagrangian coordinates while $\mathcal{D} \times \mathcal{M}$ is analogous to $\mathcal{D}_0 \times \mathcal{T}_0$, or Euler coordinates.

It is a good exercise to write down the metric and spray intrinsically on the manifold $\mathcal{G}_0$, a task which we leave to the reader.

\section*{3.2 The lapse}

The shift takes care of coordinate changes in $M$. To rescale the time parameter, one introduces the lapse function $N : \mathbb{R} \times M \to \mathbb{R}$. Let $\mathcal{F} = C^\infty(M ; \mathbb{R})$, a vector space over $\mathbb{R}$, under pointwise addition. Let $\xi$ be a curve in $\mathcal{F}$ with $\xi_0 = 0$ = identity in $\mathcal{F}$. The idea is that $\xi_t(m)$ is the setting of a clock at $m \in M$. Define the lapse function by $N(t, m) = d \xi_t(m)/dt$, and consider only curves $\xi_t$ such that $N(m)$ is positive (time is increasing). Alternatively given the lapse function the clock settings may be obtained by integration.

Define a Lorentzian metric on $M \times \mathbb{R}$ by setting

$$(1) \quad g_{\alpha\beta} dx^\alpha dx^\beta = -N^2 dt^2 + g_{ij} dx^i dx^j$$


(2) \[ \frac{\partial k}{\partial t} = NS_\lambda(k) - 2N \text{Ric}(g) + 2 \text{Hess } N \]

where \( \text{Hess } N = N_{ij,j} \)

and we have the following

**3.2.1 Theorem.** With \( N \) as described, the space-time (1) is Ricci flat \((\text{R}_{ij} = 0) \iff \) the evolution equations (2) are satisfied and the constraints \( \mathcal{M} = 0, \delta \tau = 0 \) are satisfied with \( k = \frac{\delta}{\delta t} \).

The proof is a straightforward generalization of the argument given in 2.7.1. We leave it to the reader to make the necessary adjustments. Notice that \( V \) is still \( M \times \mathbb{R} \), but \( t \) is no longer the proper time. The relationship between \( t \) and the proper time is worked out below.

Two questions immediately arise:

1. In what sense are the evolution equations (2) Hamiltonian? If we want \( N \) to be arbitarily specifiable, then the appropriate configuration space ought to be \( \mathcal{F} \times \mathcal{M} \) rather than \( \mathcal{M} \) and the correct Lagrangian \( L \) would then live in \( T(\mathcal{F} \times \mathcal{M}) \) rather than in \( T\mathcal{M} \).

2. Is there a geometrical way to pass from the solutions for one \( N \) to those for another \( N' \)?

**3.3 The Lagrangian on \( \mathcal{F} \times \mathcal{M} \)**

Recall that the Lagrangian on \( \mathcal{M} \) is given by \( L(g, h) = \frac{1}{2} \mathcal{F}_g(h, h) + 2 \int_\mathcal{M} r(g) \, d\mu \). This can be written in the form \( L(g, h) = \int_\mathcal{M} \mathcal{F}_g(h, h) \, d\mu \), this is obvious from the definition of \( \mathcal{F} \). \( \mathcal{L} \) is called the Lagrange density. Bearing in mind the classical way of obtaining relativistic homogeneous Lagrangians on \( T(\mathbb{R} \times \mathcal{M}) \) (see Lanczos [1], Chernoff-Marsden [1]), we define \( L: T(\mathcal{F} \times \mathcal{M}) \to \mathbb{R} \) by

\[
L(\xi, N, g, h) = \int_N \mathcal{L}(g, h, \frac{\delta}{\delta t}) \, d\mu
\]

(on the subset where \( N > 0 \)). This Lagrangian is necessarily degenerate. In the general case of degenerate Lagrangians, there may not be consistent equations of motion. For the classical extension of \( L \) to \( T(M \times \mathbb{R}) \) by

\[
L(t, x, \xi) = sL(\xi) \]

where \( s \) is an arbitrary constant, there is no problem about the existence of its Lagrangian vector field. One can easily check that the most general such second order vector field is given by

\[
\dot{Z}(t, \lambda, \nu) = \lambda Z(\nu) \otimes \alpha(t, \lambda)
\]

where \( \alpha \) is any second order equation on \( T\mathcal{F} \) (cf. Abraham [2], p. 136). The fact that \( \alpha \) can be arbitrarily specified reflects the degeneracy.

We should point out (a remark of A. Taub) that the choice of \( L \) as defined by (3) is closely related to the 4-dimensional approach embodied in the 4-dimensional variational principle (cf. Adler-Bazin-Schiffer [1]).

In case of \( \mathcal{F} \times \mathcal{M} \) there will not exist consistent equations of motion because of general considerations (§4 below). We must restrict to the subset of constraints.

**3.3.1 Theorem.** Consider the Lagrangian defined by (3) on \( T(\mathcal{F} \times \mathcal{M}) \).

Let \( \mathcal{C} \) be the subset of \( T(\mathcal{F} \times \mathcal{M}) \) on which \( \delta \tau = 0 \), \( \mathcal{F} = 0 \). Then at points of \( \mathcal{C} \), consistent equations of motion exist and are given by (2) of §3.2 above. Solution curves map \( \mathcal{C} \) to \( \mathcal{C} \).

The fact that the equations leave \( \beta = 0, \mathcal{F} = 0 \) invariant may be proved as before. Surprisingly, the fact that these are consistent equations for \( L \) is not obvious, but is tied up with the condition \( \mathcal{F} = 0 \). We explore this aspect next.

**3.4 Relativistic Lagrangians**

In a "relativistic" theory, one requires that \( N \) be arbitrarily specifiable consistent with the Lagrangian. We shall now prove that this implies that \( \mathcal{F} = \) constant in time (where \( \mathcal{F} \) is the energy density of the unstretched Lagrangian \( \mathcal{L} \)). That this must be the case has been recognized by Mainer [1]; see also Gerlach [1] and Tomonaga [1]. R. Sachs has remarked that the result is analogous to the fact that for a system of relativistic particles, the Hamiltonian which is derived from the Lagrangian of the system is identically zero (cf. Lanczos [1], p. 320).

Note that external fields are not allowed—one can "tell time" by looking at the fields. The constant value of \( \mathcal{F} \) is often zero, but as Sachs has pointed out, in some dust models, it is nonzero.

**3.4.1 Theorem.** (i) If a Lagrangian vector field \( Z \) for \( L \) (defined on \( T(\mathcal{F} \times \mathcal{M}) \) above) exists at \( (\xi, N, g, h) \) then it must be a second order equation provided that it is second order in either \( \xi \) or \( g \).
(ii) In order that $Z$ should exist as a second order equation at $(\xi, N, g, h)$, and that $N$ be arbitrarily specifiable, that is, that the "degenerate direction" is all of $\mathcal{I}$, it is necessary that for any curve $(\zeta(t), N(t), g(t), h(t))$ tangent to $Z$ we have

$$\frac{\partial}{\partial t}\left( \mathcal{H} \left( g, \frac{h}{N} \right) \right) = 0,$$

where $\mathcal{H} \left( g, \frac{h}{N} \right) = \frac{1}{2} \frac{h}{N} - \left( \text{tr} \frac{h}{N} \right)^2 - 2\mathcal{G}(g)$.

Proof. (i) In general the relation between $Z$ and $L$ on a manifold $B$ is the Lagrangian condition

$$2\omega_L(\partial Z, w) = dE(\cdot, \cdot)$$

on $TB$ (see § 1.4 above). If we let $Z = (Z_1, Z_2)$ locally on $TB$, this condition reads as follows: for all $e_1, e_2$ we have

$$D_1D_2L(u, e) \cdot e_1 - D_1D_2L(u, e) \cdot e_2 + D_2D_2L(u, e) \cdot e_1 \cdot e_2 = D_1D_2L(u, e) \cdot e_1 \cdot Z_1 - D_2D_2L(u, e) \cdot Z_1 \cdot e_1$$

$$+ D_2D_2L(u, e) \cdot Z_1 - Z_1 \cdot e_2 - D_2D_2L(u, e) \cdot Z_2 \cdot e_1.$$

These split up into two conditions:

1. $D_1D_2L(u, e) \cdot Z_1 \cdot e_2 = D_2D_2L(u, e) \cdot e_2 \cdot e_1$

and

2. $D_1D_2L(u, e) \cdot e_1 \cdot e_2 - D_1D_2L(u, e) \cdot e_1 \cdot Z_1$

$$= D_2D_2L(u, e) \cdot Z_1 - e_1 \cdot e_2 - D_2D_2L(u, e) \cdot Z_2 \cdot e_1.$$

In general, we cannot conclude from (1) that $Z_2(u, e) = e$ because $L$ is degenerate.

Now let us turn to the case at hand. Let us incorporate $\mu_2$ into $\mathcal{L}$ so we can briefly just write

$$L(\xi, g, N, h) = \int_N \mathcal{L}(g, \frac{h}{N}).$$

We also suppress the fact that $\mathcal{L}$ depends explicitly on $D_2g$, $D^2g$ which is irrelevant for the present discussion.

Using obvious notation, the derivatives of $L$ are easily worked out to be the following:

(a) $D_1L(\xi, g, N, h) \cdot (\xi, g)$

= derivative of $L$ with respect to $(\xi, g)$ in direction $(\xi, g)$

$$= \int_N \partial_\xi \mathcal{L}(g, \frac{h}{N}) \cdot \xi.$$

(b) $D_2L(\xi, g, N, h) \cdot (N, h)$

= derivative with respect to the velocity variables $(N, h)$ in direction $(N, h)$

$$= \int_N \partial_N \mathcal{L}(g, \frac{h}{N}) \cdot h - \int_N \partial_h \mathcal{L}(g, \frac{h}{N}) \cdot \frac{h}{N}.$$

(c) $D_1D_2L(\xi, g, N, h) \cdot (\xi, g) \cdot (N, h)$

$$= \int_N \partial_\xi \partial_N \mathcal{L}(g, \frac{h}{N}) \cdot h - \int_N \partial_\xi \partial_h \mathcal{L}(g, \frac{h}{N}) \cdot \frac{h}{N} + \int_N \partial_h \partial_N \mathcal{L}(g, \frac{h}{N}) \cdot \frac{h}{N}.$$

(d) $D_2D_2L(\xi, g, N, h) \cdot (N, h) \cdot (N, h)$

$$= \int_N \partial_N \partial_N \mathcal{L}(g, \frac{h}{N}) \cdot \frac{h}{N} - \int_N \partial_N \partial_h \mathcal{L}(g, \frac{h}{N}) \cdot \frac{h}{N} + \int_N \partial_h \partial_h \mathcal{L}(g, \frac{h}{N}) \cdot \frac{h}{N}.$$

Note that in the computation of the second derivative of $L$ with respect to the velocity variables, two pairs of terms canceled out. Now let us use this expression to write out condition (1). Let us write $Z_1(\xi, g, N, h) = (\xi, g)$ for convenience. Condition (1) splits into two conditions, taking respectively $e_1 = (N, 0)$ and $(0, h)$. We get

$$0 = \int_N \partial_N \partial_N \mathcal{L}(g, \frac{h}{N}) \cdot \frac{h}{N} - \int_N \partial_N \partial_h \mathcal{L}(g, \frac{h}{N}) \cdot \frac{h}{N} + \int_N \partial_h \partial_h \mathcal{L}(g, \frac{h}{N}) \cdot \frac{h}{N}$$

and

$$0 = - \int_N \partial_\xi \partial_N \mathcal{L}(g, \frac{h}{N}) \cdot \xi - \int_N \partial_\xi \partial_h \mathcal{L}(g, \frac{h}{N}) \cdot \xi + \int_N \partial_h \partial_h \mathcal{L}(g, \frac{h}{N}) \cdot \xi.$$

Each of these conditions is equivalent to the single condition $\xi h = N \xi h$. Thus if $\xi = N \xi$ then $h = g$ and vice versa. Hence (i) follows.

To establish (ii), we write out condition (2) which now becomes

$$(ii') 0 = D_1D_2L(u, e) \cdot e_1 = D_1D_2L(u, e) \cdot e_1 \cdot e_1 + D_2D_2L(u, e) \cdot Z_1 \cdot e_1.$$

Again we have a split into two separate conditions, taking respectively $e_1 = (N, 0)$ and $e_1 = (0, h)$. Letting $Z = (N, h)$ we get:

$$0 = \int_N \partial_N \partial_N \mathcal{L}(g, \frac{h}{N}) \cdot \frac{h}{N} - \int_N \partial_N \partial_h \mathcal{L}(g, \frac{h}{N}) \cdot \frac{h}{N} + \int_N \partial_h \partial_h \mathcal{L}(g, \frac{h}{N}) \cdot \frac{h}{N}.$$
and
\[
(2)^* \int N \delta \mathcal{L} \left( g, \frac{h}{N} \right) h = \int \partial_t \mathcal{L} \left( g, \frac{h}{N} \right) \cdot h + \int N \delta \mathcal{L} \left( g, \frac{h}{N} \right) \cdot h \cdot \frac{h}{N}^a + \int \delta \mathcal{L} \left( g, \frac{h}{N} \right) \cdot h \cdot \frac{h}{N}.
\]
Condition (2)* is just the condition for Lagrange's equation for \((h \cdot N) = k\) which we work out in a moment.

For now we want to focus our attention on the nontrivial condition (2)*. Since we are supposed to have complete degeneracy in \(\mathcal{X}^a, N\) is arbitrary, so (2)* is equivalent to
\[
0 \equiv \partial_a \mathcal{L} \left( g, \frac{h}{N} \right) \cdot h - \partial_a \partial_t \mathcal{L} \left( g, \frac{h}{N} \right) \cdot h \cdot \frac{h}{N} + \frac{1}{N} \delta \mathcal{L} \left( g, \frac{h}{N} \right) \cdot h \cdot \frac{h}{N}.
\]
Setting \(k = h/N\), this becomes
\[
(2)* \quad 0 \equiv \partial_a \mathcal{L} \left( g, \frac{h}{N} \right) \cdot h - \partial_a \partial_t \mathcal{L} \left( g, \frac{h}{N} \right) \cdot h \cdot \frac{h}{N} + \frac{1}{N} \delta \mathcal{L} \left( g, \frac{h}{N} \right) \cdot k \cdot \frac{h}{N}.
\]
Let us take a curve \((\xi(t), \zeta(t), N(t), h(t))\) tangent to \(\mathcal{Z}\) which we suppose exists. Then (2)* says just that
\[
0 = \frac{\partial}{\partial t} \left( \partial_a \mathcal{L}(g, k) \cdot k \right) - \mathcal{L}(g, k)
\]
or
\[
\frac{\partial}{\partial t} \left[ \mathcal{L}(g, k) \mu_i \right] = 0.
\]
This proves the theorem.

Using condition (2)* above and the fact that \(\mathcal{X}^a\) is conserved for the equations (2) of § 3.2, one can return to Theorem 3.3.1 and complete its proof. It is straightforward but a bit tedious. We leave the details to the reader. (It boils down to the fact that the gradient of \(-2 \int \mu N \delta \mathcal{L} \left( g, \frac{h}{N} \right) dp_\mu\) in the DeWitt metric is given by \(-\text{grad} \mathcal{V} = -2N N \text{Ric}(g) + \frac{1}{2} N \text{Hess} N\); here we pick up the extra term Hess \(N\). This is proved in the same way as 2.4.2.)

### 3.5 The solution for a general lapse from \(N = 1\)

Next, we wish to explore the geometry of the Lapse function a little further. Previously we saw a geometrical way to solve the Einstein system for general shift, if we knew how to solve it for \(X = 0\). We want now to do a similar construction for the lapse.

If we use a Gaussian normal coordinate system for \(-N^2 dt^a + g_{ij} dx^i dx^j\), then as was pointed out earlier in the new coordinates the metric takes the form \(-dt^a + g_{ij} dx^i dx^j\). Now finding normal Gaussian coordinates means just that we compute the geodesics normal to \(t = 0\) with initial tangent vector of unit length, and use these to define a coordinate system. Thus if we have the solution for a particular \(N\) we can construct one for \(N = 1\). What about the converse? That is answered by an equally simple construction.

#### 3.5.1 Theorem

Let \(g\) be a solution of the Einstein system for \(N = 1\). Construct a four metric on \(\mathbb{R} \times M\) by setting
\[
I_{ab} \, dx^a \, dx^b = -\frac{dt^a}{N^2} + \frac{g_{ij}}{N} \, dx^i \, dx^j
\]
and find its Gaussian normal coordinates. In these new coordinates the metric \(-dt^a + g_{ij} dx^i dx^j\) is transformed to \(-N^2 dt^a + g_{ij} dx^i dx^j\) which therefore solves the Einstein system for this \(N\).

As one would expect, the proof is very simple. If we examine the condition that new coordinates \(\mathcal{X}^a\) transform \(N\) to \(N = 1\) (i.e., Gaussian coordinates) we see that it is:
\[
0 = \frac{\partial}{\partial t} \left( \frac{\partial \mathcal{L}}{\partial \mathcal{X}^a} \right) + \left( \frac{\partial \mathcal{L}}{\partial \mathcal{X}^a} \right) \frac{\partial \mathcal{L}}{\partial \mathcal{X}^a}, \quad i = 1, 2, 3.
\]

Thus for any \(g_{ij}\) we can solve these partial differential equations for \(\mathcal{X}^a(x)\) with initial conditions \(\mathcal{X}^a(0, x) = (0, x)\) by using Gaussian coordinates. Similarly the condition that \(\mathcal{X}^a(x)\) transform \(N = 1\) to \(N\) is
\[
0 = \frac{\partial}{\partial t} \left( \frac{\partial \mathcal{L}}{\partial \mathcal{X}^a} \right) + \left( \frac{\partial \mathcal{L}}{\partial \mathcal{X}^a} \right) \frac{\partial \mathcal{L}}{\partial \mathcal{X}^a}, \quad i = 1, 2, 3.
\]

These have the same form as the previous equations with \(1/N^2\) for \(N^2\) and \(g_{ij}/N^2\) for \(g_{ij}\). Hence the theorem.
3.6 The intrinsic shift

When we discussed the shift above, we saw that prescribing $X_t$ was the same as prescribing arbitrarily a one parameter curve $\eta_t \in \mathcal{D}$. The curve $\eta_t$ represents the “actual shift” rather than the shift vector field $X_t$.

Similarly for a lapse $N$, we can introduce, and also prescribe arbitrarily, the proper time function $\tau_t$, a curve in $\mathcal{I}$. It is just the $\mathbb{S}^0$ coordinate in Gaussian normal coordinates. The relationship between the curve $\tau_t \in \mathcal{I}$ and the lapse $N_t$ is however more subtle than in the case of the shift $X_t$. For the case of the shift, $X_t \circ \eta_t$ is just the tangent to the curve $\eta_t \in \mathcal{D}$,

$$\frac{d\eta_t}{dt} = X_t \circ \eta_t.$$ 

For the case of the lapse, however, we assert that the correct relationship is:

(1) $$N_t = \frac{dr_t}{dt} \frac{1}{\sqrt{1 + ||\text{grad } \tau||^2}}$$

where $||\text{grad } \tau||$ is computed with respect to the time-dependent metric. Also $r_t$ is taken to be the zero function on $M$ (all clocks start at noon), so that at $t = 0$, $N_t = (dr_t/dt)_0$. (The meaning of $\xi_t(m)$ introduced earlier is the proper time of the curve $\sigma \mapsto (e, m)$ with $m$ fixed, while $\tau_t(m)$ is the proper time along a geodesic; cf. Wheeler [1]).

To see the relation (1), we write the equations which relate a coordinate system $x^a$ to Gaussian coordinates $x^a$ (see § 3.5):

(2) $$\begin{align*}
-1 &= -\frac{1}{N^2} \frac{\partial^2 x^a}{\partial x^b \partial x^c} + g^{ab} \frac{\partial x^b}{\partial x^a} \\
0 &= -\frac{1}{N^2} \frac{\partial x^a}{\partial x^b} \frac{\partial x^b}{\partial x^c} + g^{ab} \frac{\partial x^b}{\partial x^c} \frac{\partial x^c}{\partial x^a}.
\end{align*}$$

Since $\tau_t = \mathbb{S}^0$, the first equation yields

$$N_t = \frac{dr_t}{dt} \frac{1}{\sqrt{1 + ||\text{grad } \tau||^2}}.$$ 

The presence of the extra factor takes into account the fact that the lapse in general depends on the space coordinates and therefore the proper time function $\tau_t$ pushes up the hypersurface $M$ through $\mathbb{R} \times M$ unevenly; see Figure 3.2.

The question naturally arises if we can construct the rest of the Gaussian system from $\tau_t$ alone. Let the spatial coordinates be denoted $\varphi_t$ so that $(\tau, \varphi)$ are the normal Gaussian coordinates. The surprising thing is not that we can find $\varphi$ (we could just use $N$ for that) but that $\varphi$ is really a flow of a geometrically interesting vector field on $M$ so that it behaves just like a shift. It describes the “tilting” of the Gaussian normal coordinates, again due to the fact that the lapse $N_t$ depends on space and therefore causes a tilting of the hypersurface. This tilting is described by $\varphi_t$; we refer to its generator as the intrinsic shift of $N$.

![Figure 3.2](https://example.com/fig3.2)

**Figure 3.2**

3.6.1 Theorem. Let $\tau_t$ be given. Then $\varphi_t$ described above may be obtained by integrating the time dependent vector field $Y_t$ on $M$ given by

$$Y_t = -\frac{N_t}{\sqrt{1 + ||\text{grad } \tau||^2}} \text{grad } \tau_t$$

as follows:

If $\psi_t$ is the flow of $Y_t$, then $\varphi_t = \psi_t^{-1}$.

**Proof.** The condition on $\varphi_t$ is, from the second equation of (2)

$$\frac{\partial \varphi^b_t}{\partial t} \frac{1}{\partial x^c} = N_t^a \frac{\partial \varphi^a_t}{\partial x^c} \frac{1}{\partial \tau_t}$$

$$= N_t^a T \varphi^a_t \cdot \text{grad } \tau_t$$

so that

$$\frac{d\varphi_t}{dt} \frac{1}{\partial x^c} \frac{1}{\partial \tau_t} \cdot \text{grad } \tau_t$$

where

$$-Y_t = \frac{dr_t}{dt} \frac{1}{\sqrt{1 + ||\text{grad } \tau||^2}} \cdot \text{grad } \tau_t.$$
Thus

\[ Y_t = T \frac{d}{dt} \varphi_t \]

\[ = T \varphi_t^{-1} \left( \frac{d}{dt} \varphi_t \right) \varphi_t \]

\[ = (\varphi_t^{-1} \star Z_t \star \varphi_t) \]

where \( Z_t \) is the generator of \( \varphi_t \).

It follows that \( Y_t = - (\varphi_t^{-1} \star Z_t \star \varphi_t) \).

**Note.** If \( Y \) is time-independent, then \( \varphi_t \) is the flow of \( Y = -Z \).

In case the lapse \( N \) does not depend on space, then \( N_t = (dN/dt) \), and the relation of solutions \((g_t, k_t)\) to Einstein’s equations with \( N = 1 \), \( X = 0 \), and \( N_t = f(t) \), \( X = 0 \) is particularly simple. In fact if we define \( \tau(t) = \int_0^t N_s \, ds \), then the solutions to the Einstein equations with \( N_t = f(t) \), \( X = 0 \), are just reparameterizations by \( \tau(t) \) of the solutions \((g_t, k_t)\) of the Einstein system with \( N = 1 \), \( X = 0 \). We check this formally as follows.

3.6.2 **Proposition.** Let \( (g, k) : \mathbb{R} \to \mathcal{M} \times \mathcal{S}_d(M) \), \( t \mapsto (g_t, k_t) \) be a solution of the Einstein with \( N = 1 \), \( X = 0 \). Then \( N_t = f(t) \) we construct \( \tau : \mathbb{R} \to \mathbb{R} \) by setting \( \tau(t) = \int_0^t N_s \, ds \). Then the solution of the Einstein system with \( N_t = f(t) \) and \( X = 0 \) and the same initial conditions \((g, k)\) is given by

\[ g = g \star \tau \quad \text{and} \quad k = k \star \tau. \]

**Proof.**

\[ \sigma(t) = g(\tau(t)) \cdot \tau(t) \]

\[ = N_k(\tau(t)) \]

\[ = N_k \]

and

\[ \sigma(t) = N_k(\tau(t)) \]

\[ = N_k(\tau(t)) - 2 \text{Ric}(g(\tau(t))) \]

\[ = N_k \text{Ric}(g(\tau(t))). \]

In this case, where the lapse is independent of the spatial point, we see that \( Y_t = 0 \) as we expect.
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Remarks added in proof: (1) The simplicity of $\varphi(M)$ mentioned on page 166 has just been announced in the general case by D. Thurston (Berkeley graduate student). (2) Marsden [5] shows that the ideas in Ruelle-Takens [1] can be applied to the Navier-Stokes equations. This provides an alternative to the power series methods used in Joseph and Sattinger [1]. (3) A useful general reference for bifurcation problems in Banach spaces is M. Crandall and P. Rabinowitz, Bifurcation from Simple Eigenvalues, Journ. Funct. Anal. 8 (1971) 321–340. Their theorem 1.7 seems to be more general than theorem 3.3.1, p. 175. (4) Some recent work on bifurcations in biological and chemical systems has been done by S. Smale and N. Kopell. Smale has an example of an attracting closed orbit for a coupled system which have, separately, only an attracting fixed point. Kopell has used the Hopf bifurcation to study oscillations occurring in certain chemical systems related to the now celebrated “Jabotinsky reaction”; cf. Sel’kov [1]. (5) A proof of 1.37, p. 189 using similar ideas, but without the use of infinite dimensional manifolds has been given by H. Brezis and J. Bourgain (preprint). (6) Results on non-singular asymptotically flat spacetimes, as mentioned on p. 248 have recently been discussed, independently, by L. Marder, Nature, 235 (1972) 379.