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Adaptive optics systems for future large optical telescopes may require thousands of sensors and actuators. Optimal reconstruction of phase errors using relative measurements requires feedback from every sensor to each actuator, resulting in computational scaling for $n$ actuators of $n^2$. The optimum local reconstructor is investigated, wherein each actuator command depends only on sensor information in a neighboring region. The resulting performance degradation on “global” modes is quantified analytically, and two approaches are considered for recovering global performance. Combining local and global estimators in a two-layer hierarchic architecture yields computations scaling with $n^{43}$; extending this approach to multiple layers yields linear scaling. An alternative approach that maintains a local structure is to allow actuator commands to depend on both local sensors and prior local estimates. This iterative approach is equivalent to a temporal low-pass filter on global information and gives a scaling of $n^{92}$. The algorithms are simulated by using data from the Palomar Observatory adaptive optics system. The analysis is general enough to also be applicable to active optics or other systems with many sensors and actuators. © 2003 Optical Society of America
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1. INTRODUCTION

Many large optical telescopes have adaptive optics (AO) systems that compensate for constantly changing atmospheric distortion by using wave-front information feedback to a deformable mirror (DM). Current AO systems generally involve hundreds of actuators and sensors, while future telescopes may require many more actuators and sensors [e.g., California Extremely Large Telescope (CELT)]. The optimal control algorithm feeds back every sensor to every actuator, resulting in a potentially unacceptable computational burden for future systems. A similar issue also arises for active optics systems [active control system (ACS)] for future segmented extremely large telescopes.

The AO and ACS problems motivate development of computationally efficient control algorithms for systems with many sensors and actuators. Both problems re-quire global feedback because relative sensor measurements are used to reconstruct (estimate) absolute displacements. This paper analyzes the optimal local (hence sparse) reconstructor and develops hierarchic and iterative approaches for recovering the resulting loss of performance on “global” modes, focusing on AO to motivate and validate the design approaches.

In AO, the sensors typically do not directly measure the atmospheric phase error but instead measure the slope of the wave-front error, e.g., with a Shack–Hartmann sensor. The wave-front phase at the actuator location, and therefore the desired actuator command, are estimated from the sensor measurements through a weighted pseudoinverse of the sparse influence matrix from actuator displacements to sensor measurements (see, e.g., Hardy). This reconstruction matrix is in general fully populated; hence the entire sensor vector is required to give a good estimate of global wave-front error at any point. Control of segmented mirror telescopes similarly uses relative measurements to estimate segment displacement, resulting in a fully populated reconstruction matrix.

One approach to reducing computation is based on using spatial Fourier transforms; with $n$ actuators, the resulting computations are of order $n \log n$ rather than $n^2$ for the full-matrix computation. Similar approaches can be developed for any circulant system.

Several approaches exist to reduce computation by relying only on sparse-matrix operations. The exact solution to the least-squares estimate can be obtained more efficiently through Cholesky factorization and backsubstitution using the sparse Cholesky factors; this approach avoids ever directly computing the reconstructor matrix. This approach has been extended to the multiconjugate adaptive optics case and to include atmospheric statistics. A conjugate gradient approach can also solve the problem by using only sparse-matrix operations. Convergence is obtained through iteration and can be improved by using preconditioning. The multigrid preconditioning method used in Gilles et al. is related to the hierarchic estimation approach developed herein. More general iterative approaches are briefly discussed in Hardy and form the basis of the sparse-matrix approach of Wild et al. Other sparse-matrix approaches have also been suggested; however, the reconstructors are not in general optimal. Decentralized controllers have been studied for telescope active control systems, and for general applications. The emphasis in these papers is typically on designing decentralized controllers in the presence of dynamic coupling between subsystems, not on coupling through the measurement.

The sparse reconstructors developed herein are optimal given the restricted available information. Performance
on low-spatial-wave-number “global” modes is degraded, and two approaches are considered to recover global performance.

A global estimator can be combined with the local estimator in a hierarchic architecture; this approach is developed herein for the AO problem. The extent of the local control can be optimized to minimize the total computational burden of the combined hierarchic system. By maintaining geometric similarity in developing the global layer, the approach is readily extended to multiple layers, analogous to multigrid approaches, yielding computations linear in the number of actuators \( n \).

An alternative, iterative approach to recover global performance with small computational burden is to allow each actuator command to depend not only on local sensor information but also on prior local displacement estimates. This approach maintains a purely local information flow and thus is amenable to a decentralized hardware implementation. With actuator commands based only on local sensor information, global displacement information propagates across the array at a rate dependent on the control bandwidth; including local displacement estimates allows this propagation speed to be dependent on the sample rate or the communication rate instead. For quasi-steady disturbances, this algorithm is equivalent to the iterative approaches in Young. The dynamic performance is equivalent to that of a low-pass filter on global information whose corner frequency depends on the spatial extent of the local control.

This paper develops local, hierarchic, and iterative reconstruction approaches and compares them for AO. The AO problem assumes a Shack–Hartmann-type wave-front sensor with a Fried geometry. The analysis assumes a frozen turbulence model, resulting in global disturbances changing more slowly than high-wave-number disturbances. Simulations use the actuator/sensor configuration of the Palomar Observatory AO system; the local and hierarchic algorithms have also been experimentally validated at Palomar. The approach is also applicable to a broader class of problems involving many sensors and actuators, including control of a segmented primary mirror.

2. CONTROL PROBLEM

A. Actuators and Sensors

For analysis, consider a single DM with \( n \) actuators in a grid of size \((D + 1) \times (D + 1)\) and a Shack–Hartmann wave-front sensor with \( D \times D \) subapertures aligned with the DM actuators in a Fried geometry. Each element of these sensors provides a measure of the average atmospheric tip and tilt over the region bounded by the neighboring actuators. Only those subapertures within the boundaries defined by the included actuators are used; otherwise, the estimation process described in Subsection 2.B becomes ill conditioned. In the limit of many actuators, there are twice as many sensors as actuators; the approximation \( n_s = 2n \) will be used in comparing computations of different algorithms. The number of actuators is approximately \( n = (\pi/4)D^2 \); however, the factor of \( \pi/4 \) will not always be included in approximating computations. Flexible modes are typically at much higher frequencies than the control bandwidth and can therefore be ignored. Furthermore, assume that the motion at one actuator location does not depend on any other actuator command and that the actuator displacement equals the command \( u \).

Assuming frozen turbulence, disturbances of large spatial scale change more slowly than those of small scale. With an infinite aperture and a single turbulent layer of velocity \( v \), disturbances of wave number \( k \) then have temporal frequency \( \omega = kv \). With finite aperture, a given mode includes all wave numbers and thus has energy at all frequencies, but the bandwidth required for a given mode is still proportional to the wave number.

Performance is simulated by using telemetry data obtained at Palomar. This system has 241 actuators and a 256-element Shack–Hartmann wave-front sensor (\( D = 16 \)); the actuator and sensor geometry is shown in Fig. 1. There are 192 subapertures (giving 384 sensor measurements) that are within the diameter of the mirror and not obscured by the telescope secondary mirror.

The system state is described by the displacements \( x \in \mathbb{R}^n \) at the actuator locations:

\[
x = u + w
\]

for some disturbance vector \( w \) and control \( u \). The sensor measurements \( y \) are related to the displacements \( x \) through

\[
y = Ax + \eta,
\]

where \( \eta \) is sensor noise. The \( n_s \times n \) influence matrix \( A \) is sparse, since it is assumed that each sensor is influenced only by neighboring actuators.

Denote \( M \) as the dimension of the null space of \( A \). For any estimation problem using relative measurements, piston motion (same displacement at every location) is unobservable. For the Fried AO wave-front sensor geom-

![Fig. 1. Actuator (○) and sensor (+) layout for Palomar adaptive optics (AO). The circles indicate the outer edge of the mirror and the region obscured by the telescope secondary mirror. Only those subapertures used in reconstruction are shown.](image)
The baseline disturbance rejection control algorithm\(^1\) can be divided into two steps, shown in Fig. 2. The first step is to estimate the displacements at the actuator locations given the sensor information, and the second step is to minimize this error by using a controller \(C(s)\) (typically proportional-integral), assumed to be the same for each actuator. Actuator dynamics can be included in \(C(s)\) for notational simplicity. The computations are dominated by the estimation, which is of the form \(\hat{x} = Ky\) for a reconstructor matrix \(K\).

In the absence of sensor noise, the optimal estimator is \(\hat{x} = Ky\), \(K = A^\#\), where the pseudoinverse is given by

\[
A^\# = \lim_{\rho \to 0} (A^T A + \rho I)^{-1} A^T. \tag{3}
\]

Despite \(A\) being sparse, \(A^\#\) is in general fully populated. The physical interpretation of this result is that the absolute displacement can be estimated from relative measurements only by integrating those measurements to the boundary of the domain.

The error is given by

\[
\hat{x} - x = (KA - I)x + K\eta \tag{4}
\]

\[
= -\sum_{m=1}^{M} \mu_m (\mu_m x) + K\eta, \tag{5}
\]

\(\mu_m \in \mathbb{R}^n\), \(m = 1, ..., M\), are an orthonormal basis for the null space of \(A\). The error is the sum of all unobservable modes of \(x\) plus sensor noise; this result will be used in the subsequent sections.

With sensor noise covariance \(\langle \eta\eta^T \rangle = R\) and disturbance covariance \(\langle \omega\omega^T \rangle = Q\), the optimal reconstructor is given by the weighted pseudoinverse\(^4\)

\[
K = QA^T (AQA^T + R)^{-1} \tag{6}
\]

\[
= (A^T R^{-1} A + Q^{-1})^{-1} A^T R^{-1}. \tag{7}
\]

A higher ratio of disturbance to sensor noise results in higher singular values of \(K\). For simplicity, the remainder of this paper will focus on the form of the reconstructor in Eq. (3).

Tip and tilt are typically controlled separately by a fast-steering mirror and can be projected out of either the sensor measurement \(y\) or the estimate \(\hat{x}\). Define \(\phi_j\) as the tip or tilt mode shape; then the remaining estimate after projection is \(\hat{x} = \hat{x} - \phi_j (\phi_j^T \hat{x})\). This requires \(4n\) multiplies and thus can be ignored in the operation count for large systems. The computations of this baseline algorithm are \(C(n) = nn_z = 2n^2\).

Transforming into and out of a modal basis allows the loop gain to be tuned independently for different modes\(^16\), this requires two matrix multiplies with computations \(n_z \times n_z\) to estimate \(n_z\) modes and \(n \times n_z\) to compute control commands for total computations that scale with \(3nn_z\). Thus there is also a small computational savings if the number of modes kept is less than 2/3 the number of actuators.

A significant reduction in the total computations can be obtained by using approaches based on the fast Fourier transform (FFT). Sensor measurements need to be extended from the circular to a square geometry. The estimate is then obtained through a two-dimensional spatial FFT of the sensor information, a spatial filter, and an inverse FFT. The operation count is roughly \(5n \log_2 n\), where \(n = (4\pi n)\). The multigrid preconditioned conjugate gradient approach\(^8\) also has \(n \log_2 n\) computational scaling.

\section{3. LOCAL CONTROL}

We seek a local controller structure wherein each state estimate and hence control output depend only on information within a given region around the actuator location. Initially, consider estimators dependent only on local sensor measurements; this will be generalized in later sections. The best possible estimate of the displacement at each location given the sensor information available (or conditioned optimal estimate) results in a local least-squares problem. Note that truncating the optimal controller by zeroing elements of \(K = A^\#\) corresponding either to distant sensors or to those with small gain is suboptimal and in general may give arbitrarily poor performance.
At each actuator location $i$, define $\Omega^s_i$ as the subset of sensors to be used in computing the estimate $\hat{x}_i$ and the corresponding actuator command $u_i$. Choose regions that include all sensors within distance $d/2$, i.e.,

$$y_j \in \Omega^s_i \iff \|x(y_j) - x(x_i)\| < d/2,$$

where $x(\cdot)$ denotes spatial location (representing the two axes by a complex number) and $\| \|$ denotes distance. Herein $|x| = \max(|\Re(x)|, |\Im(x)|)$, so the regions are square of size $d \times d$. Define $\Omega^s_i$ by $y_j \in \Omega^s_i$ if $3k$ such that $y_k \in \Omega^s_i$ and $A_{kj} \neq 0$; this is the set of states that influence any sensor in $\Omega^s_i$. For actuators with a local influence, then, $\Omega^s_i$ has roughly the same spatial extent as that of $\Omega^s_i$. Define $\hat{A}_i = \hat{A}_i^{\Omega^s_i, \Omega^s_i}$, where the notation indicates that rows in $\Omega^s_i$ and columns in $\Omega^s_i$ are kept.

Define $\delta = d/D$; the computations will scale as $C(n) = 2\delta^2n^2$. The computation time will not scale as efficiently as the number of multiples because of the additional overhead required to implement the sparse-matrix--vector multiply. However, since the sparse matrices maintain some structure, the additional overhead is small.

Given the subset $\Omega^s_i$ of available information, the optimal estimate of the overall state $\hat{x}_{y \in \Omega^s_i}$ is obtained from the pseudoinverse as in Eq. (3), where only the rows of $A$ corresponding to $\Omega^s_i$ are kept. State estimates not in $\Omega^s_i$ will be zero; hence the nonzero elements of $\hat{x}_{y \in \Omega^s_i}$ can be computed from the pseudoinverse of the truncated matrix $\hat{A}_i$. The $i$th row of the resulting sparse reconstructor has nonzero elements only for sensors in $\Omega^s_i$; $K_{y \in \Omega^s_i}$ is the row of $(\hat{A}_i)^{th}$ corresponding to the $i$th column of $A$. The optimal estimate given $\Omega^s_i$, $i = 1, \ldots, n$, is denoted $\hat{x}_{y \in \Omega^s_i} = Ky$. If $A$ and $\Omega$ are spatially invariant away from the boundary, then $K$ will also be spatially invariant.

This local, sparse estimator can be interpreted as a spatial high-pass filter. For each actuator location $i$, define a set of $M_i$ vectors $\hat{\mu}_m = \mathbb{R}^n, m = 1, \ldots, M_i$, such that the elements corresponding to the actuators in $\Omega^s_i$ form an orthonormal basis for the null space of $A_i$. The estimation error for the $i$th element of $\hat{x}$ that results from using only the information in $\Omega^s_i$ can then be written, as in Eq. (5), as

$$\hat{x}_{y \in \Omega^s_i} = \hat{x}_{y} - \sum_{m=1}^{M_i} (\hat{\mu}_m^T)(\hat{\mu}_m^T)x + K\eta. \quad (8)$$

The local estimate is the global estimate minus the locally unobservable modes. Because of the geometric similarity, $M = M$ and the vectors $\hat{\mu}_m$ correspond to $\mu_m$ of the full $A$ matrix (piston and waffle). For $d = 2$, the dimension of $\Omega^s_i$ exceeds that of $\Omega^s_i$, but by less than $M_i = M$, and thus the system is still effectively overdetermined (the number of degrees of freedom that are possible to determine is fewer than the number of sensor measurements).

Using relative measurements such as slope within a bounded domain $\Omega$ results in the average displacement over $\Omega$ being unobservable. Local waffle motion is also unobservable; this contribution to the error is not significant for low spatial frequencies but does affect the performance at high spatial frequencies. Thus the local estimate at low spatial frequencies is approximately equal to the global estimate minus the average displacement over $\Omega^s_i$. For $\Omega$ square of size $d \times d$, the high-pass spatial-frequency response is given by

$$g(k_x, k_y) = 1 - \sin(k_xd)\sin(k_yd). \quad (9)$$

With the use of a Fourier basis, the displacements can be represented by $k_x = m_x\pi/D, k_y = m_y\pi/D$, and thus the gain on the lowest-spatial-frequency mode is

$$g_{11} = 1 - \sin^2(\pi\delta) = \pi^2\delta^2/3. \quad (10)$$

Even for modest $\delta$, there is a significant reduction in low-frequency gain. For general problems, the spatial-frequency response can be derived from Eq. (8).

While the sparse reconstructor maintains good performance on high-spatial-wave-number displacements, the gain is reduced on the lowest $n_1 = (D/d)^2$ wave-number global modes with half-wavelength between $d$ and $D$. The following sections explore alternative approaches for recovering global performance without losing the computational savings of the local controllers. Both of the approaches considered are based on estimating the coefficients corresponding to $\hat{\mu}_m$ in Eq. (8).

4. Hierarchical Estimation

A. Two-Layer Hierarchy

Performance at low spatial frequencies can be improved by estimating the information $\hat{\mu}_m$ that the local estimator does not, using global measurements. This consists of three steps: spatial filtering the sensor information and condensing it into a reduced set of data, estimating global parameters from these condensed data, and expanding these global parameters over the domain. Although it is not the only option, the global parameterization taken herein is chosen to be geometrically similar to that of the full problem, making the addition of further layers of hierarchy a simple extension. The “superelements” of the global layer have size equal to that of the local regions $\Omega_i$.

With geometric similarity, the three steps are as follows:

1. Define $\bar{y} = \Psi y$ as the average tip and tilt over superelements of size $\Omega$.

2. Define a set of global variables $\xi$ as the displacements at the corners of the super elements; so $\xi$ and $\bar{y} = A_\xi \xi$ are the displacements and the sensor measurements of a similar AO geometry with resolution larger by a factor of $d$, and $\bar{\xi} = A_\xi \bar{y}$.

3. Define the global component of the state $x$ as $x = \Phi \xi$ to estimate the piston mode $(\hat{\mu}^l_1)^T x$ through interpolation and spatial averaging over $\Omega^s_i$, as described below.

The superelements are illustrated schematically in Fig. 3. Note that with these superelements, variables of the global layer $\xi$ are sampled values of the state $x$ without the spatial filtering necessary to avoid (spatial) aliasing. Some filtering will be obtained through $\Phi$; each component of $x$ is obtained by first interpolating $\xi$ to estimate the displacement at each location and then averaging the interpolated state over the region $\Omega^s_i$. This region in general overlaps four superelements, and thus the nine
global variables $\xi$ at the corners of these superelements are used to construct each component of $x_g$. The spatial aliasing yields an estimation error that leads to some performance degradation; quantifying the magnitude of this error will be discussed in the context of the simulation results in Section 6.

The combined local and global estimator is therefore

$$\hat{x} = \hat{x}_\ell + \hat{x}_g = Ky + \Phi[A_\ell^T(\Psi_y)]$$  \hspace{1cm} (11)$$

A different control bandwidth can be obtained for different spatial scales (e.g., to compensate for different disturbance covariances) by computing the control as the sum of contributions from the different hierarchic layers. Thus, rather than $u = C(s)\hat{x}$, choose $u = C_\ell(s)\hat{x}_\ell + C_g(s)\hat{x}_g$.

With this global parameterization, both $\Phi$ and $\Psi$ are sparse; each sensor is in a single superelement, and each global displacement estimate is interpolated from at most nine global variables $\hat{x}$; hence these calculations scale linearly with $n$. The hierarchic controller computations are the sum of contributions from the global and local layers; with the use of $n_\ell = \delta^{2 \ell}$, then, $C(n) = 2\delta^{-4} + 2\delta^{3} n^{-2} + O(n)$. Optimizing with respect to $\delta$ (or $d$) gives $d^2 = (2n)^{1/3}$ and computations $C(n) = 6(n/\sqrt{2})^{45}$. The dependence on $n$ is slow; requiring $d$ even ($\Omega$ symmetric) gives $d = 4$ for roughly $200 < n < 6500$. If one also takes advantage of the lower bandwidth required for larger spatial scales, the global computations can be done at $1/d$ times the rate of the local computations. Including this factor in the optimization yields $d^2 = (5n/2)^{27}$ and computational scaling of $n^{37}$.

**B. Multiple Hierarchic Layers**

The above approach for two hierarchic layers is readily extended to multiple layers. With $D \times D$ Shack–Hartmann subapertures, up to $\log_2 D$ layers of hierarchy can be included. Each layer, denoted $(\cdot)_{\ell'}$, involves three steps similar to those described for the two-layer approach:

1. Obtain the sparse local least-squares estimator $K_{\ell'}$ to efficiently estimate the behavior appropriate to the $\ell$th scale by using aggregate information from the next-finer scale.

2. Average the information $y_{\ell'}$ available to the $\ell$th scale through an aggregation matrix $\Psi_{\ell'}$.

3. Interpolate and average the estimate from the next-coarser scale through $\Phi_{\ell'}$ to correct the global behavior of the local estimate at the current scale.

Each of the matrices $K_{\ell'}, \Psi_{\ell'}, \text{and } \Phi_{\ell'}$ is obtained as described in Subsection 4.A. This multiple-layer hierarchic approach is illustrated for a one-dimensional geometry in Fig. 4.

For the coarsest layer, then, the optimal estimate is the full least-squares solution:

$$\hat{x}_{\ell=1} = K_{\ell=1}^1 y_{\ell=1}, \quad K_{\ell=1}^1 = (A_{\ell=1}^1)^T$$  \hspace{1cm} (12)$$

For each finer layer, the estimates are

$$\hat{x}_\ell = K_{\ell} y_{\ell} + \Phi_{\ell} \hat{x}_{\ell-1}, \quad y_{\ell} = \Psi_{\ell} y_{\ell+1}$$  \hspace{1cm} (13)$$

$$\hat{x}_\ell = \Psi_{\ell+1} y_{\ell+1},$$  \hspace{1cm} (14)$$

where, for the finest layer, $y_{\ell=1} = y$.

With the maximum layers of $L = \log_2 D$, this algorithm has linear computational scaling with $n$. The finest layer, with $n \sim (\pi/4)D^2$ subapertures, requires four neighboring subapertures (eight sensors) for the sparse calculation, the computations involving $\Psi$ use each sensor only once, and the computations involving $\Phi$ use at most nine estimates from the next-coarser layer. Thus the total computations for this layer are $(8 + 2 + 9)n = 19n$. For each finer layer, the number of subapertures, the elements in $x_{\ell'}$, and the number of computations all decrease by a factor of $4$. If we note that

$$\sum_{k=0}^{n} \frac{1}{4^k} = \frac{4}{3}$$

then the total computations for this algorithm are $C(n) \leq (4/3)19n = 25n$. With multiple layers of $d = 4$, the local least-squares solution requires 16 subapertures (32 sensors). The computations now decrease by a factor of 16 for each coarser layer. The computational scaling increases to $C(n) \leq (16/15)(32 + 2 + 9)n = 46n$, but better performance should be obtained.

![Fig. 4. Schematic of multiple-layer hierarchy in one spatial dimension. Each layer $\ell$ aggregates information $y_{\ell+1} = \Psi_{\ell} y_\ell$ to pass up to the next-coarser layer and uses interpolation and averaging of the estimate from the next-coarser layer, $\hat{x}_{\ell} = \Phi_{\ell} \hat{x}_{\ell-1}$, to correct the information missing from the local estimate $\hat{x}_{\ell} = K_{\ell}^1 y_{\ell}$ at layer $\ell$.](image-url)
5. LOCAL CONTROL REVISITED

An alternative approach toward recovering the global performance of the optimal controller is to use prior state estimates to estimate the information $\tilde{r}_m^i$ that is missing from the local estimate. This results in an iterative approach and maintains the decentralized structure of the local controller. The estimate at a given location will depend not only on the sensor measurements $\Omega^t$ but also on the displacement estimates within $\Omega^p$. If the hardware implementation were decentralized, then each local controller would communicate with its neighbors; similar architectures have appeared for distributed control systems.

The dependence at time step $k$ is of the form

$$\hat{x}_k = Ky_k + G\hat{x}_{k-1},$$  \hspace{1cm} (15)$$

where both $K$ and $G$ are sparse, containing nonzero entries only for sensor or actuator locations, respectively, within $\Omega^s$ or $\Omega^p$. Multiple subiterations can be included between time steps $k$:

$$\xi_1 = Ky_k + G\hat{x}_{k-1},$$

$$\xi_{m+1} = Ky_k + G\xi_m, \hspace{0.5cm} m = 1, ..., N - 2,$$

$$\hat{x}_k = Ky_k + G\xi_{N-1}. \hspace{1cm} (16)$$

This dependence is the same as that of iterative algorithms for solving the matrix pseudoinverse problem, these algorithms are discussed briefly for AO applications in Hardny. Young gives the conditions on the matrix $G$ for $\hat{x}$ in the above equation to converge to $A^s y$:

$$G = I - KA. \hspace{1cm} (17)$$

Note that $G_{ij} \neq 0 \Rightarrow \exists k$ such that $K_{ik} \neq 0$ and $A_{kj} \neq 0$; that is, $G$ contains nonzero elements only for actuators in $\Omega^p$ defined earlier. With roughly twice as many sensors as actuators in $\Omega^s$, the total computations per time step for $N$ subiterations are $O(n) = (2 + N)\delta^2 n^2$.

For the local least-squares solutions considered in Section 3, the structure of $G$ follows from Eq. (8); since $KA$ has unity gain in directions where $A$ is nonsingular, $G$ contains information only in directions where $A$ is singular:

$$(G\hat{x})_i = \sum_{m=1}^{M} (\tilde{\mu}_m^i)[(\tilde{\mu}_m^i)^T \hat{x}_k]. \hspace{1cm} (18)$$

Thus, for AO, $G\hat{x}$ corresponds to the average of the estimates $\hat{x}$ within $\Omega^s$ plus an additional contribution due to local waffle.

The condition in Eq. (17) ensures that the estimate $\hat{x}$ in Eq. (15) converges to the correct value in steady state. Taking the $z$ transform of Eq. (15) yields a temporal filter interpretation:

$$\hat{x}(z) = (I - Gz^{-1})^{-1}KAx(z) = H(z)x(z). \hspace{1cm} (19)$$

Substituting a singular-value decomposition for $KA = U\Sigma V^T$ yields properties of $H(z)$ as a function of the modal loop gain $\sigma_i$ along these singular directions:

$$H(z) = \begin{bmatrix} \sigma_i z \\ z - (1 - \sigma_i) \end{bmatrix} V^T.$$ 

The dc gain $\lim_{z \rightarrow 1} v_i^T H(z) v_j = 1$ if $\sigma_i \neq 0$ and is zero if $\sigma_i = 0$. $H(z)$ is a low-pass filter with modally dependent corner frequency $z = 1 - \sigma_i$. For small $\sigma_i$, this gives a corner frequency $f_c/f_s = \sigma_i N/(2 \pi)$ for sampling rate $f_s$. Substituting the gain in Eq. (10) for the sparse-matrix reconstructor yields a rough estimate for the corner frequency on the lowest-order mode:

$$\frac{f_c}{f_s} = \frac{\pi}{6} \delta^2 N. \hspace{1cm} (20)$$

The phase lag introduced by this filter limits the bandwidth that can be achieved in controlling global modes. With $N = 1$, $f_c/f_s \sim 0.1$ requires that $\delta \sim 0.44$. Increasing the number of subiterations improves the filter corner frequency linearly, and thus the number of sensor subapertures in the local control can decrease linearly for the same performance. Since there are roughly twice as many sensors as actuators in a given local region, it is always more efficient to increase the number of subiterations than the size of the local domain. Thus to achieve a specified ratio $f_c/f_s$, the optimum computations ($N \gg 2$) give $C(n) = (f_c/f_s)(\delta \pi n)^2$. The iterative approach is useful if lower bandwidth is acceptable on the global modes relative to the local modes.

Assuming frozen turbulence, the bandwidth required drops linearly with wavelength, and thus the ratio of the bandwidth required between the largest and the smallest spatial scale is given by $D$. From Eq. (9), the sparse reconstructor gain, and therefore the bandwidth at which information is available by using this iterative approach, drop quadratically with wavelength. To ensure sufficient bandwidth on all modes, choose the minimum corner frequency to be a factor of $D$ less than the Nyquist frequency, or $f_c/f_s > 1/(2D) \sim 1/(2 n^{1/2})$. The optimum computations per iteration scale as $C(n) = (3/\pi n)^{3/2} = n^{3/2}$. This assumes that the sample rate $f_s$ is chosen appropriately to control the smallest spatial scales. A different control gain can be used for different spatial scales by computing the control as a sum of contributions based on each iteration $\hat{\xi}_i$; this may be necessary to optimize the gain at each scale according to the bandwidth of available information.

With $N = 1$, the noise multiplier for uncorrelated sensor noise is $[\text{Tr}(X)/n]^{1/2}$, where $X$ satisfies the Lyapunov equation $X = GXG^T + KK^T$. Equations (16) can be rewritten as

$$\hat{x}_k = \left( \sum_{i=0}^{N-1} G^i \right) Ky + G^N\hat{x}_{K-1}, \hspace{1cm} (21)$$

from which the noise multiplier can be similarly obtained for $N > 1$. 

The purpose of developing the algorithms in the previous sections is to yield a tractable computational burden for future large AO systems. However, simulating using real data from a current AO system both validates the algorithms and provides an understanding of the sources of performance loss that can be scaled to large systems. Simulation results can also be compared with experimental results to further validate the algorithms. 

Reconstructors were designed for the Palomar AO geometry described in Section 2, and simulated by using data collected at Palomar. Modal loop gain, computations, noise multipliers, and simulated performance are compared. Using these simulation results to give a completely general assessment of the expected performance on any AO system is difficult because algorithm performance depends on the relative amplitude of low- and high-wave-number residual closed-loop energy, which in turn depends on the nominal control bandwidth relative to the turbulence wind-crossing time. Assume a Kolmogorov spectrum that decays with wave number at $k^{-11/3}$, as well as frozen turbulence, implying higher temporal bandwidth for higher wave number. Then for most expected control bandwidths, the global, low-wave-number response still dominates the residual energy, while for sufficiently high bandwidth, there may be more energy in higher-wave-number modes; this behavior is relevant in estimating the expected performance degradation for large systems.

The least-squares reconstructors currently used in the Palomar AO system are computed without explicitly recognizing the central obscuration; the obscured sensor sub-apertures simply provide zero input to the reconstruction. Although this should be somewhat suboptimal, the same approach is taken herein for simplicity. Local least-squares controllers were derived for $d/2 = 2$ to 6, spanning $\delta = 0.25$ to 0.75. The modal gains are plotted in Fig. 5 with the use of Zernike basis functions. Global tip and tilt ($Z_{1,1}$) are projected out and are not shown. The loop gain on higher-order modes (small spatial wave-length deformations) is roughly constant for all of the local controllers. The gain on the lower-order, global modes (large spatial wavelength deformations) deteriorates as the local extent used in estimating the phase error is decreased. The lowest gain is consistent with the estimate given in Eq. (10).

For $\Omega^d$ of $d = 4$, $\delta = 0.25$, the hierarchic parameterization in Section 4 results in 21 global variables. The modal loop gains with and without hierarchic estimation are shown in Fig. 6; there is some aliasing from higher modes to lower that cannot be seen on this plot. A four-layer hierarchic reconstructor was also created with sub-aperture grids of $16 \times 16$, $8 \times 8$, $4 \times 4$, and $2 \times 2$ and $d = 2$ for each layer. The loop gains are similar to those of the two-layer hierarchy and are not plotted.

The iterative algorithm in Section 5 was evaluated for $d = 4$ and 6 and for $N = 1, \ldots, 4$. With this algorithm, the dc gain of every nonsingular mode is always unity, but the corner frequency at which the information is filtered decreases with decreasing $\delta$ and increases with $N$. The modal corner frequencies $f_c/f_s$ can be estimated from Fig. 5 as the gain times $N/(2\pi)$.

A closed-loop simulation of the different algorithms was conducted by using telemetry data obtained at Palomar with the tip/tilt loop closed (to avoid saturating the Shack–Hartmann wave-front sensors). The performance metric from the simulation is the rms residual actuator position error and does not include errors from calibration, fitting, or the tip/tilt loop. The recorded wave-front sensor data include the response to both atmospheric wave-front disturbance information and sensor (photon and read) noise, while the simulation assumes that all of the data represent atmospheric turbulence. As a result, the simulation has more than double the disturbance energy in the highest-spatial-frequency modes than should be present. To avoid possibly misleading results, the performance is evaluated as the sum of contributions from the first 91 Zernike modes only (up to radial degree 12).

Furthermore, while simulating without added sensor noise simplifies the identification of different error sources, it results in greater-than-realistic performance...
reductions for the baseline full least-squares reconstructor and therefore larger implied errors for any of the alternative algorithms.

A 400-Hz sample rate is used with a two-cycle delay simulating the actual delay at Palomar, and the gains are those that have been optimized at Palomar, leading to a loop crossover frequency of roughly 20 Hz. The telemetry data were recorded at 100 Hz and resampled with a noisy interpolation to ensure some disturbance content above the original Nyquist frequency of 50 Hz. This allows a more accurate assessment of the local reconstructors, which have increased loop gain for some disturbance shapes, leading to an increase in the sensitivity function above 50 Hz.

The modal performance of several designs is shown in Fig. 7, illustrating reduced performance for lower-order Zernike modes that is consistent with the decrease in model gain.

The performance of different approaches relative to the optimal provides a basis for comparing the trade-offs among performance, computation, and propagation of sensor noise. The total number of multiplies required for these designs, normalized by the multiplies required for the optimal global controller, is shown in Fig. 8. The vertical axis is the simulated rms performance on the first 91 Zernike modes normalized by that of the least-squares controller.

The local reconstructors introduce error due to both of the unobservable modes, local piston and local waffle; the former influences the global behavior, while the latter influences the local behavior. This paper has focused on the former, as the global modes dominate the open-loop atmospheric disturbances and typically dominate the closed-loop residuals as well. The contribution to the performance metric in Fig. 8 due to local waffle errors is approximately 5% for \(d = 4\). (The relative contributions of the two can be identified by creating a “perfect” hierarchic controller that uses the full least-squares estimate to correct either the piston or waffle errors of the local reconstructor.) For a larger system, a similar global performance penalty would be expected for equal \(d\) (not \(d\)), while the error due to local waffle would in general be smaller.

Both the hierarchic and iterative approaches yield performance improvements relative to the sparse controller while retaining computational savings relative to the full-matrix reconstructor.

The hierarchic controller does not correct local waffle errors and therefore has the same performance degradation as that of the local controller for high-wave-number modes. The primary error source on the global modes is spatial aliasing, which degrades global performance by approximately 10% (the remaining errors in Fig. 8 are due to uncorrected local waffle). In general, the effect of aliasing depends on the closed-loop residual energy as a function of wave number. A worst-case estimate can be obtained for a high control bandwidth where the low- and high-frequency wave-number energies are comparable; in this case, the aliasing noise could increase residual phase errors by as much as \(\sqrt{2}\). In practice, the errors are likely to be much smaller; because of the excess high-wave-number noise, the Palomar simulation should be worse than typical, and the performance in Fig. 8 should be an upper bound on what is likely to occur in other systems of any size. The multiple-layer hierarchic controller compounds the aliasing problem and suffers a higher performance penalty. For larger systems, as more layers are used, the estimation errors are likely to increase.

The iterative controller by its structure corrects both the local waffle and local piston errors. However, for this small system, there is only a small computational benefit relative to simply increasing the size of the local regions of the local approach.

There are two critical observations that must be considered relative to the results shown in Fig. 8 for Palomar. First is that the relative computational improvement for these algorithms would be much more significant for larger problem sizes. Second, the simulation is conducted with equal time delay for all algorithms. However, reducing the computational burden would afford a decreased time delay and a correspondingly increased bandwidth. This in turn would lead to improved perf-
performance. In addition to the reconstruction calculations, the time delay includes detector integration, zero-order hold, and computation for centroiding calculations, and thus the total time delay reduction depends on the rest of the system. With the bandwidth improvement taken into account, the designs in Fig. 8 could result in a net improvement in performance, even for current-generation AO systems, and a considerable net improvement for future systems with many more actuators and sensors. The extent to which increased bandwidth offsets increased estimation errors associated with these algorithms clearly depends on the computational power available; however, for large AO systems with computers available today, the computations of the full least-squares algorithm are likely to severely limit achievable bandwidth.

The noise multiplier for the different designs is plotted in Fig. 9, scaled relative to the optimal controller and again plotted against the performance obtained in simulation. The noise multiplier for the sparse reconstructors decreases monotonically from that of the optimum least-squares solution as the number of sensors used for each actuator decreases. Both the hierarchic and iterative methods yield acceptable noise propagation.

7. CONCLUSIONS

Current active and adaptive optics systems for large optical telescopes typically employ an optimal control algorithm that uses all sensor information in computing each actuator command. For extremely large telescopes currently being designed, the associated computational burden of such algorithms can be significant. Local control algorithms are developed wherein each actuator command is computed based only on a subset of neighboring sensors. These decentralized algorithms perform close to optimally on localized disturbances, but the performance is degraded relative to that of the globally optimal controller on low-order, global disturbances. The degradation can be quantified in terms of a spatial high-pass filter.

Introducing an estimator of the global deformation and combining the local and global controllers with a hierarchic control approach yields performance close to that of the globally optimal algorithm, with significantly lower computational burden that scales with \( n^{4/3} \), while a multiple-layer approach yields linear scaling.

Based on iterative methods, an alternative approach to recovering global performance is also developed in which a decentralized structure is retained. The estimate at each location now depends on both the local sensor measurements and the prior local state estimates. This algorithm recovers global performance at dc but acts as a temporal low-pass filter on global information. With a constraint on filter bandwidth that is reasonable for a frozen turbulence disturbance model, the computational burden of the iterative algorithm scales with \( n^{3/2} \).

Simulations have been performed by using the Palomar Observatory adaptive optics geometry. Both the hierarchic and iterative approaches recover most of the global performance while maintaining significant computational savings relative to the optimal least-squares solution. Improved sensor noise propagation is also obtained. Local and hierarchic reconstructors have been demonstrated at Palomar.

Extensions of this work will include spatial coupling through the disturbance model to allow for knowledge of atmospheric turbulence statistics.

APPENDIX A: NOTATION

\begin{align*}
D & \quad \text{Size of domain (} D \times D) \\
\eta (n_s) & \quad \text{Number of actuators (sensors)} \\
C(n) & \quad \text{Computational scaling with } n \\
\Omega^\eta (\Omega^\eta) & \quad \text{Local set of sensors (actuators)} \\
d & \quad \text{Size of } \Omega (d \times d) \\
\delta & \quad \text{Relative size of } \Omega (\delta = d/D) \\
x & \quad \text{Vector of displacement at actuator locations} \\
y & \quad \text{Measurement vector} \\
A & \quad \text{Influence matrix (} y = Ax) \\
\{ \mu_m \}_{m=1}^M & \quad \text{Orthonormal basis for null space of } A \\
\hat{\xi} & \quad \text{State estimate} \\
\hat{\xi} |_{\Omega} & \quad \text{State estimate given } y \in \Omega \\
K & \quad \text{Reconstructor matrix (} \hat{\xi} = Ky) \\
G & \quad \text{Gain matrix on prior estimate} \\
\Phi & \quad \text{Interpolation and averaging of global states} \\
(x = \Phi \xi) \\
\tilde{y} & \quad \text{Reduced set of measurements} \\
\Psi & \quad \text{Measurement averaging (} \tilde{y} = \Psi y) \\
( \cdot )^{(\ell)} & \quad \text{Variable (} \cdot \text{) at } \ell \text{th layer of hierarchy}
\end{align*}
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