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An approach is described for designing optimal broadband controllers for flexible structures with collocated sensors and actuators. The statistical energy analysis assumptions of equipartition and incoherence, together with conservation of energy, are used to express the average value of a global $\zeta_2$ performance metric in terms of the power dissipation of the compensator. This power dissipation can be represented using a dereverberated model, which is an experimentally determined local structural model that ignores the effect of the reverberant field. Minimizing the resulting cost yields controllers with good performance that are guaranteed to be stabilizing. The approach is demonstrated experimentally on the Massachusetts Institute of Technology Space Engineering Research Center interferometer testbed. This approach achieved a performance reduction that was approximately 30% greater than that obtained with a constant gain “rate feedback” approach.

I. Introduction

Active control of lightly damped, modally dense structures is difficult due to the parametric uncertainty that is inherent in any model of such a structure. The first few modes of the structure can usually be modeled with sufficient accuracy for many state space control design techniques. However, it may be necessary to have some control authority over many more modes of the structure. This need might be due to stringent performance requirements, a need to control relatively high frequency modes that couple into audible acoustic modes, or a requirement to add active damping to structural modes in the roll-off region of a high authority controller. This paper investigates the design of optimal compensators to achieve these goals. A major aspect of this investigation is the modeling of the uncertain structure in this frequency region to facilitate the control design.

A broadband controller that affects many modes of the structure need only be designed for the high frequency region in which modal uncertainty is significant. Robustness is guaranteed by taking advantage of the positivity between collocated and dual sensors and actuators, where duality implies that the product of the sensed and actuated variables is proportional to the power flow into the structure. At low frequencies where a good model is available, a high authority controller (HAC) can be designed using non-collocated, multiple-input multiple-output (MIMO) loops, and the two controllers can be combined in a high authority control/low authority control (HAC/LAC), law authority controller, architecture. The damping of LAC could be provided passively. However, active damping can be more easily tuned to target relatively narrow frequency bands. Furthermore, if the hardware required for an active approach is already present to implement the HAC, there
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may be very little additional weight penalty associated with the LAC.

Because of the number of modes in the bandwidth of these problems and the uncertainty in their frequencies and mode shapes, it may be useful to model only some statistical aspects of the response, rather than attempting to model the detailed modal behavior. One field of research that uses a stochastic approach to the modeling of flexible structures is statistical energy analysis (SEA). To obtain accurate response estimates using minimal information, SEA makes use of conservation of energy and also assumes incoherence and equipartition. Incoherence requires that different modal amplitudes be uncorrelated, and equipartition requires that modes closely spaced in frequency have similar energy. These properties have been shown to hold for the average over uncertainty of the state space covariance. SEA also makes use of an average, or dereverberated, input mobility to make power flow predictions for uncertain structures.

Previous research with a dereverberated model, and with related wave-based models has shown that an impedance matching control design approach can yield greater damping than the collocated rate feedback typically used for the LAC. Both $K_2^*$ and $K_{wa}$ optimizations of the power flow have been used. The $K_2^*$ approach does not guarantee closed-loop stability when implemented on the actual structure, and the $K_{wa}$ approach does not minimize the actual global $K_2^*$ cost functional. Neither approach incorporates sufficient information about the structure into the control design process.

The structural modeling principles used in this paper are strongly motivated by SEA. A dereverberated model is used to describe the local structural properties at a collocated and dual actuator/sensor pair. This model can be obtained directly from experimental data. The structure is assumed to be random, and hence the equipartition and incoherence properties hold. The expected value of the desired global quadratic cost can then be computed in terms of the local structural properties. Note that the cost is averaged over both the driving noise and the uncertainty in the structure. This cost can be expressed as a mixed $K_{2/wa}$ cost functional of the power flow properties and can be evaluated using the state space representation of the dereverberated structural model and of the compensator. The compensator that minimizes this cost can be obtained from a numerical optimization. An $K_{wa}$ constraint is incorporated, similar to that in Ref. 7, which guarantees that the optimal compensator will be positive real, and hence stabilizing for any uncertainty in the structure.

II. Local Modeling

The purpose of the LAC is to add damping in a frequency region in which the structural modes are uncertain. A detailed modal model is therefore inappropriate, because much of the information it contains is meaningless. For sufficiently large uncertainty, the phase of any noncollocated transfer function is completely unknown. However, there is some phase information in the transfer function between collocated and dual actuators and sensors. To develop an appropriate model for such a transfer function, consider an arbitrary structure as shown in Fig. 1, from Ref. 7. Incoming disturbances $w_i$ propagate toward the actuator/sensor location and are partially dissipated and partially reflected back into the structure as outgoing disturbances $w_o$. To maximize dissipation, only the "local" structural dynamics that describe the relationship between the inputs $u$ and $w_i$ and the outputs $y$ and $w_o$ must be known. The scale length associated with the term local is related to the wavelength of the disturbances being considered. The details of how $w_i$ propagates throughout the structure and returns as another incoming disturbance $w_i$ are uncertain. Rather than including this propagation in the model, it will be accounted for later using conservation of energy.

The local dynamics can be modeled using the dereverberation approach from SEA. The response due to the actuator can be divided into a direct field that is due to the local dynamics, and a reverberant field that is created by reflections from other parts of the structure. The dereverberated model includes only the effects of the direct field. There are a variety of equivalent interpretations of this model. It appears in Ref. 5 as the average of the logarithmic magnitude of the mobility over frequency bands containing many modes. It is also equivalent to the limiting transfer function obtained as the damping is increased, since the reverberant field is eliminated as the damping becomes critical. This leaves only the effects of the direct field, and hence yields the dereverberated mobility. The reverberant field can also be eliminated by considering the transfer function of the infinitely extended system, allowing the dereverberated mobility to be computed from a wave model. A final interpretation is as the large uncertainty limit of averaging the driving point mobility over uncertainty.

Given the experimentally measured reverberant transfer function $G_{exp}(s)$, the dereverberated transfer function $G(s)$ can be obtained by taking an average of the logarithmic magnitude. That is,

$$G(s) = \mathcal{G}(G_{exp}(s))$$

where $\mathcal{G}$ is an operator that averages the logarithmic magnitudes of $G_{exp}(s)$ over the frequency range. The operator $\mathcal{G}$ can be implemented analytically, and the minimization performed using a quasi-Newton search routine. The number of poles used to describe the dereverberated transfer function can be increased until there is no significant decrease in the cost. Usually,
only a few poles are required. A typical comparison of the dereverberated and measured transfer functions is shown in Fig. 6.

Once the dereverberated driving point mobility $G$ for the system has been obtained, the power properties of the driving point can be represented in state space for control design, as in Ref. 7. Find $G_0$ stable and minimum phase and $G_1$ inner (or all-pass) such that $G_0G_0^* = G + G^*$ and $G_1G_1^*$ is stable. State-space representations for these transfer functions can be obtained from the state space representation of $G$.

The resulting control problem can now be formulated as a standard two-input two-output problem, as shown in Fig. 2. The inputs are the control $w$ and the disturbance $w$, normalized so that $w^*w$ is the incoming power. The outputs are the sensor signal $y$ and a cost variable $z$, defined so that $z^*z$ is the power reflected back into the structure as a function of frequency. This figure describes the two-input, two-output actuator/sensor location in Fig. 1; $w$ and $z$ here correspond to the incoming and outgoing waves $w_i$ and $w_o$.

The transfer function from $w$ to $z$ is given by the lower linear fractional transformation (LFT)

$$ H(s) \frac{z(s)}{w(s)} = G_0 + G_1G_0K(1-GK)^{-1}G_0 $$

(3)

Because of the normalization of the disturbance $w$, $H^*H$ is the fraction of the incoming power reflected back into the structure from the control system, and $(1-H^*H)$ is the fraction dissipated by the controller. The transfer function $H$ is the generalization of the reflection coefficient in a wave model to an arbitrary structure. In open loop, $H = I$ and $I - H^*H = 0$.

The compensator that dissipates the most power, frequency by frequency, is the impedance matching control law

$$ u = \frac{1}{G^*(-s)} y $$

(4)

which yields $H = 0$ and $I - H^*H = I$. This impedance matching solution is only appropriate if the dereverberated transfer function is used, rather than the full reverberant transfer function. The impedance match of the reverberant transfer function may make the structure less damped, so that more power is added to the structure by the disturbance, and hence more power is available to be dissipated. The problem is that the correct performance metric is not just the power input to the structure from the control, but the total power input from both the control and the external disturbances. However, if the structure is sufficiently uncertain, then the control will be uncorrelated with the disturbance, and the disturbance input power can be ignored when determining the optimal control law. For this case, the control will also be uncorrelated with the reverberant field at the control location, and hence only the dereverberated transfer function should be used.

The compensator in Eq. (4) is noncausal (or unstable) unless $G(s)$ is a constant, and a stable, causal approximation must be found. The cost functional derived in the next section implicitly describes the relative importance of matching the magnitude and phase of the noncausal impedance match and the relative importance of different frequency regions.

### III. Performance Metric for Uncertain Structures

The average value of a global perturbation metric can be described in terms of the local structural information by taking advantage of the properties of parametrically uncertain systems. In particular, the average covariance satisfies the SEA assumptions of equipartition and incoherence as well as conservation of energy.

Incoherence implies that the amplitudes of different modes are uncorrelated. For a given structure, this behavior will not occur unless the disturbances are spatially distributed. However, incoherence also results from averaging the covariance over an uncertainty distribution. Equipartition requires that all modes within a given subsystem and within the same frequency band have the same energy. This characteristic will not usually be true unless the disturbances are both spatially distributed and broadband. However, for the purposes of manipulating the average $\overline{5C_2}$ cost, it is sufficient that equipartition be satisfied for each individual mode. That is, the kinetic and potential energy of each mode must be equal, but the energy of one mode need not be equal to that of any other. This behavior holds for the average energy of structures with uncertain natural frequencies.

From a wave perspective, there is a single assumption corresponding to equipartition and incoherence, which is that of a "diffuse" field. This means that at any point within the system, the waves coming from all directions are uncorrelated, and have equal intensities.

Let $\langle \cdot \rangle_n$ denote the expected value of $\langle \cdot \rangle$ with respect to the noise $w$, and $\langle \cdot \rangle$ the expected value with respect to both the noise and the uncertainty in the structure. The global $\overline{5C_2}$ cost can be written as $\overline{\langle z^*z \rangle}_n$, where $z(t)$ is a vector that depends on the deflections and velocities of the structure. Expanding the performance vector in terms of modes, with modal amplitudes $\psi_n(t)$, gives

$$ z(t) = \sum_{n=0}^{\infty} c_n \psi_n(t) + \sum_{n=0}^{\infty} c_n' \psi_n'(t) $$

(5)

for appropriately defined coefficients $c_n$ and $c_n'$. For the average covariance over uncertainty, equipartition holds for each mode, so the modes can be normalized such that the energy of mode $n$ is $E_n = \frac{1}{2} \langle \psi_n^* \psi_n \rangle = \frac{1}{2} \langle \psi_n' \psi_n' \rangle / \omega_n^2$. Using incoherence, the average mean-square value of $z$ over both the uncertainty and the noise can be expressed as a sum over the average modal energies

$$ \langle z^*z \rangle = 2 \sum_{n=0}^{\infty} E_n (c_n^* c_n + \omega_n^2 c_n' c_n') $$

(6)

A similar relationship is observed in SEA (Ref. 4, p. 119).

For a modally dense structure, the sum in Eq. (6) can be approximated by an integral of the form

$$ J = \langle z^*z \rangle \approx \int \sum C(\omega) E(\omega) d\omega $$

(7)

The function $E(\omega)$ is the average energy in the structure per unit bandwidth. The performance weighting function $C(\omega)$ in Eq. (7) is obtained by averaging $c_n^* c_n + \omega_n^2 c_n' c_n'$ over the modes in each frequency region, and multiplying by the modal density. The approximation in Eq. (7) is valid above the Schroedder cutoff frequency, where the modal spacing is equal to the half power bandwidth of each mode. With modal frequency uncertainty, the average system has a smoother transfer function, and hence a lower Schroedder cutoff frequency. For the limiting case that yields the dereverberated mobility as the average transfer function, Eq. (7) holds at all frequencies.

Assuming a diffuse field (or equivalently, assuming equipartition and incoherence), all waves have equal intensity proportional to the structural energy. Thus the power flowing toward the actuator is proportional to the total energy in the structure. Using the results of Sec. II yields

$$ \Pi_{\text{diss}}(\omega) = |I - H(j\omega)^* H(j\omega)| E(\omega) $$

(8)

The power dissipated by the controller, $\Pi_{\text{diss}}$, can be determined from conservation of energy

$$ \omega_n E + \Pi_{\text{diss}} = \Pi_{\text{in}} $$

(9)

The first term is the power dissipation within the structure, which is proportional to the average structural energy $E$. The loss factor $\eta$ is often poorly known, but is sufficiently small for many applications that it can be assumed to be negligible.

The power input from external disturbance sources $\Pi_{\text{in}}(\omega)$ in Eq. (9) can be estimated or measured reasonably well for most sys-
tems. If the disturbances are specified by the power spectral density \( V(\omega) \) of a force input, then the power can be determined by using the dereverberated mobility \( G_d \) at the disturbance source, since the reverberant field does not contribute to the mean input power.\(^4\)

\[
\Pi_m = (G_d + G_d^* V) \quad (10)
\]

The total power input is the sum of the power from each disturbance source. If the dereverberated mobility at the disturbance cannot be measured or estimated, or if the disturbances are unknown, \( \Pi_m \) can be obtained by measuring the spatially averaged modal energy, and using Eq. (9) with \( \Pi_{im} = 0 \).

Eqs. (8) and (9) can be solved for the structural energy, giving

\[
E(\omega) = \frac{\Pi_{im}(\omega)}{(\gamma^2 I - H^* H)} \quad (11)
\]

where \( \gamma = \sqrt{1 + \omega \eta} \). Eq. (11) is valid provided that \( \|H\|_{\infty} < \gamma \), so that the required inverse exists. Otherwise, the power added by the control exceeds that dissipated by the damping, and the cost is infinite. The damping parameter \( \gamma \) and the reflection coefficient \( H \) are functions of frequency, and are not indicated as such for brevity.

From Eqs. (7) and (11), the total cost over all frequencies is

\[
J = \int_0^\infty \frac{1}{\gamma^2} C(\omega) \Pi_{im}(\omega) \, d\omega \quad (12)
\]

The maximum possible power is dissipated by a non-causal compensator, which yields \( H = 0 \), and a closed-loop cost of

\[
J_{\text{min}} = \int_0^\infty \frac{1}{\gamma^2} C(\omega) \Pi_{im}(\omega) \, d\omega \quad (13)
\]

This expression provides an alternate approach for obtaining the weighting functions. Rather than separately computing the effect of the disturbance on the structural energy, given by \( \Pi_{im}(\omega) \), and the effect of the structural energy on the quadratic cost, given by \( C(\omega) \), the product of the weightings can be computed directly. The integrand of Eq. (13) is the minimum achievable quadratic performance at each frequency, obtained if the structure is critically damped. The weighting function \( W(\omega) \) satisfying \( W(\omega) W(\omega)^* = \gamma^2 C(\omega) \Pi_{im}(\omega) \) can therefore be computed by measuring the transfer function from disturbance to performance, and obtaining the damped transfer function using the same algorithm as the computation of the dereverberated transfer functions. Shaping filters that give the power spectral density of the disturbance from white noise should be included in the weighting.

Subtracting the minimum achievable cost in Eq. (13) from the total cost does not change the minimization problem, but yields a better conditioned optimization problem and elucidates certain features of the cost. Therefore, redefine the cost to be

\[
J = \int_0^\infty C(\omega) \Pi_{im}(\omega) - \frac{\gamma^2 H^* H}{I - \gamma^2 H^* H} \, d\omega \quad (14)
\]

The compensator that minimizes this cost also minimizes the average, with respect to uncertainty, of the global \( X_2 \) performance metric. The knowledge that the structure approximately conserves energy is preserved.

This cost can be compared with those of previous optimal impedance matching approaches. Given the spectrum \( \Phi_{dd} \) of the incoming waves, the \( X_2 \) cost of Miller et al.\(^9\) is

\[
J_{\text{X}_2} = \int_{-\infty}^{\infty} \text{tr} \{ \Phi_{dd}(\omega) H^* H \} \, d\omega \quad (15)
\]

The unweighted \( X_{\infty} \) cost of MacMartin and Hall\(^7\) is \( J_{\text{X}_\infty} = \|H\|_{\infty}^2 \).
Given the state-space representation of the compensator and the de-averaged mobility, the state-space representation of \( H \) can be obtained from the LFT in Eq. (3). The state-space representation of \( \hat{H}(s) = [H_0(s) \ H_1(s)] = \{s2\pi C, H_1, H_0 \} \) can be obtained from those of \( H \) and the weightings \( C(\omega) \) and \( H_0(\omega) \). The cost can then be evaluated based on the following theorem from Refs. 11 and 15. Consider a state-space representation for a proper system \( \hat{H} = [H_0 \ H_1] \)

\[
\hat{H}(s) = C(sI-A)^{-1} [B_0 B_1] + [0 \ D]
\]

and define

\[
Z = (I - \gamma^{-2}DD^T)^{-1}
\]

\[
W = (I - \gamma^{-2}D^TD)^{-1}
\]

\[
\bar{A} = A + \gamma^{-2}B_1D^TZC
\]

If a nonzero term \( D_0 \) were included in Eq. (18), then \( H_0 \not\in \mathcal{H}_\infty \) and hence \( L(\hat{H}, \gamma) \) would not exist. In the case \( D = 0 \), these equations simplify considerably.

**Theorem 2.** Let \( \hat{H} = [H_0 \ H_1] \) be given by Eq. (18), \( Z \), \( W \), and \( \bar{A} \) given by Eq. (19), \( \gamma \in \mathbb{R}^+ \), and \( \|H_1\|_\infty < \gamma \). Then

\[
L(\hat{H}, \gamma) = \text{tr} [C^TZQ]
\]

where \( Y \) and \( Q \) satisfy \( (\bar{A} + YC^TZC) \) stable and

\[
\bar{A}Y + Y\bar{A}^T + YC^TZCY + \gamma^{-2}B_1WB_1^T = 0
\]

\[
(\bar{A} + YC^TZC)Q + Q(\bar{A} + YC^TZC)^T + B_0B_0^T = 0
\]

**Proof:** Both \( Z \) and \( W \) exist since \( \|H_1\|_\infty < \gamma \). Also, \( \exists M \in \mathcal{K}_\infty \) given by

\[
M^*M = H_0^*(I - \gamma^{-2}H_1H_1^*)^{-1}H_0
\]

A minimal state-space representation for \( M^*M \) can be obtained by straightforward algebraic manipulations:

\[
M^*M = \begin{bmatrix}
\bar{A} & \gamma^{-2}B_1WB_1^T & B_0 \\
-C^TZC & -A^T & 0 \\
0 & B_0^T & 0
\end{bmatrix}
\]

Using spectral factorization results from Ref. 17, the stable factor of \( M^*M \) is

\[
M = \begin{bmatrix}
\bar{A} + YC^TZC & B_0 \\
Z^T & 0
\end{bmatrix}
\]

where \( Y \) is the stabilizing solution to the Riccati equation (21).

Substituting Eq. (23) into Eq. (16), yields that the cost \( L(\hat{H}, \gamma) \) is given by \( \|M\|_2^2 = \text{tr} [C^TZQ]\) and \( Q \) satisfies the Lyapunov equation (22).

The compensator of a given fixed order that minimizes this cost can be found using a numerical optimization technique. The system can be described by the plant \( F \)

\[
F = \begin{bmatrix}
A & B_0 & B_1 \\
C_1 & D_{11} & D_{12} \\
C_2 & D_{20} & D_{21}
\end{bmatrix}
\]

(26)

where \( A \) has dimension \( n \). The inputs to \( F \) are the disturbances corresponding to \( H_0 \) and \( H_1 \), and the control \( u \), and the outputs are the performance and the sensed output \( y \). For an optimal solution to exist, require that \( (A, B_2) \) be stabilizable, \( (A, C_2) \) be detectable, \( D_{12}^TD_{12} > 0 \) and \( D_{22}^TD_{22} > 0 \) for \( i = 0, 1 \). If the (strictly proper) compensator \( K \), with state-space dimension \( n_w \), is represented as

\[
K = \begin{bmatrix}
A_c & B_c \\
C_c & 0
\end{bmatrix}
\]

then the closed-loop system is given by the LFT

\[
\hat{H}_{\ell} = \mathcal{G}(F, K)
\]

(27)

(28)

The cost can be evaluated using Theorem 2. The necessary conditions that an optimal compensator must satisfy can be obtained by appending the constraint equations (21) and (22) to the cost in Eq. (20) using matrix Lagrange multipliers \( X \) and \( P \), differentiating the augmented cost with respect to \( X, Y, P, Q \), and the free parameters of the compensator system matrix. Making the appropriate definitions in comparing Eqs. (28) and (18), \( Y \) satisfies the Riccati equation (21), \( Q \) satisfies the Lyapunov equation (22), \( P \) satisfies the dual Lyapunov equation

\[
P(\bar{A} + YC^TZC) + (\bar{A} + YC^TZC)^TP + C^TZC = 0
\]

(29)

and \( X \) satisfies

\[
X(\bar{A} + YC^TZC) + (\bar{A} + YC^TZC)^TX + PQC^TZC + C^TZCQP = 0
\]

(30)

A similar approach has been used to solve a variety of control problems, e.g., Ref. 19, wherein the necessary conditions are simplified by identifying a projection operator. Here a similar projection operator has not been identified, due to the multiple constraint structure of the problem. Similar multiple-constraint fixed-order problems are investigated in Ref. 20. It appears likely that for this problem, the optimal compensator with no constraint on the compensator state dimension does not have finite order. In practice, the compensator order can be increased until there is no significant decrease in the cost.

The gradients of the augmented cost with respect to the controller parameters are given by

\[
\frac{\partial J}{\partial A_c} = (PQ)_{22} + (XY)_{22}
\]

(31)

\[
\frac{\partial J}{\partial B_c} = (P_{12}B_0 + P_{22}B_2D_{20})D_{22}^T + \gamma^{-1}(X_{12}B_1 + X_{22}B_2D_{21})WD_{21} + \gamma^{-1}([PQ + XY]_{22}C_1^T + (PQ + XY)_{22}C_2^T + (PQ + XY)_{22}C_2^T + (PQ + XY)_{22}C_2^T)
\]

(32)
\[
\frac{\partial J}{\partial C_c} = D_{12}^T \left[ C_1 (Q + QPY + YPQ + YXY)_{12} + D_{12} C_c (Q + QPY + YPQ + YXY)_{22} \right] \\
+ \gamma^{-2} D_{12}^T Z D_{11} \left[ B_1^T (PQ + XY)_{12} + D_{21}^T B_1 (PQ + XY)_{22} \right] \\
+ B_1^T (PQ + XY)_{12} + D_{21}^T B_1 (PQ + XY)_{22}
\]

(33)

where the implied partitioning of the \((n + n_c) \times (n + n_c)\) matrices \(P\), \(Q\), \(X\), and \(Y\) and their products is into \(n \times n\), \(n \times n_c\), \(n_c \times n\) and \(n_c \times n_c\) blocks.

Several comments about the numerical algorithm can be made. First, \(\gamma > 1\) for any structure, and because a strictly proper compensator cannot dissipate power as \(\omega \to \infty\), the cost is only well defined for \(\gamma > 1\). However, the compensator is only guaranteed to be positive real for \(\gamma \leq 1\). Rather than relying on knowing of the damping, the parameter \(\gamma\) should be set close to unity. Second, any positive real compensator is guaranteed to stabilize the structure and hence satisfy the \(\mathcal{H}_\infty\)-norm constraint. However, since the optimization problem is nonconvex, local minima are likely to exist, and thus an initial guess that is close to the expected optimum is desirable. Herein, the \(\mathcal{H}_\infty\) impedance matching solutions of Ref. 7 were used. Next, note that the representation of the compensator in Eq. (27) contains \(n_c \times (n_c - 1)\) extra degrees of freedom, since the state-space representation is only unique to within a similarity transformation. However, constraining the form of the compensator further is likely to introduce more local minima, and does not necessarily lead to a faster optimization. In practice, \(A_c\) was constrained to be tridiagonal. Finally, note that \(H_0 = WH_1\) for some weighting function \(W\). Hence, the Riccati equation for \(Y\) only needs to be solved for a system with state dimension equal to that of \(H_1\). Furthermore, since the states of \(W\) are uncontrollable from \(B_2\), the system matrix in Eq. (28) can be written in upper block triangular form, and the Lyapunov equations for \(Q, P\), and \(X\) can be solved more efficiently by taking advantage of this structure.

V. Experimental Verification

The approach described in the previous sections was tested on the multipoint alignment testbed in the Space Engineering Research Center laboratory at the Massachusetts Institute of Technology. This testbed and the associated research program are intended to evaluate the benefits of the application of controlled structures technology to a space-based astronomical interferometer requiring large baselines and precision alignment. A detailed description of the testbed, its scientific motivation, performance metric, disturbances, sensors, and actuators can be found in Ref. 21. The following section gives a brief synopsis of the relevant details.

A. Interferometer Testbed Description

The interferometer testbed is a 1/10 scale model of the space-based mission. Six 3.5-meter-long triangular truss legs form a tetrahedron, as shown schematically in Fig. 4 (from Ref. 21). Three mock sidestrosats, labeled A, B, and C, are located on three legs of the truss. Light from the science star would be collected by these sidestrosats and combined at the vertex labeled F. The phase difference between these light waves determines information about the science star. A laser is mounted at vertex F to provide an optical measurement of the pathlength between this vertex and each of the three sidestrosat locations. The difference between each pair of pathlengths will be denoted \(A - B, B - C,\) and \(C - A\). To measure the relative phase of light from different sidestrosats, each possible differential pathlength (DPL) must be reduced to below 50 nm rms displacement between 10 and 500 Hz. The disturbance environment is created by three piezoelectric disturbance sources mounted at the vertex labeled G. The force spectrum for these actuators is not that specified in Ref. 21, but is instead flat at low frequencies, with a two-pole roll-off at 70 Hz.

The contribution to the open-loop DPL in different frequency regimes is shown in Fig. 9. On average, for the three different differential pathlengths, over 85% of the mean-square displacement occurs above 80 Hz. The current finite element model of the structure does not accurately predict the modal frequencies or mode shapes above 80 Hz. Thus any active control for this frequency region must either be based on a measurement model or use an approach that does not rely on precise knowledge of the modal frequencies.

Since the goal of low authority control is to add active damping, the active approach can also be compared with a passive damping approach. A high loss factor viscous “D-strut” was used, which can be interchanged with any strut on the structure. Each strut has a stiffness comparable to the dynamic stiffness of the structure at 50 Hz, and a peak loss factor between \(\eta = 1\) and \(\eta = 1.5\), which occurs between 55 and 70 Hz. These struts are designed to add significant damping in a frequency range that is relatively narrow compared with the damping provided by a viscoelastic treatment. This frequency distribution for the damping is consistent with the goals of low authority control. The damping requirements of the LAC are broadband relative to those of an HAC, in the sense that authority is desired over a large number of modes. However, the requirements on the LAC are often narrowband relative to the damping provided by constant gain (or rate) feedback.

B. Control System Design

Active struts actuators were used, which can replace any single strut on the interferometer truss, giving the control designer a great deal of flexibility in placement. Each active strut contains a preloaded piezoceramic stack and a load cell. Two active struts were sufficient to demonstrate the effectiveness of the control design techniques, although more would be necessary to demonstrate substantial performance improvements. The two low authority control laws can be designed and implemented independently. Because the LAC relies on phase stabilization, the compensator must remain positive real at frequencies much higher than that at which performance is desired. Thus, without a very high sample rate, the time delay of a digital computer is unacceptable, and analog circuits were used instead.

To get sufficient control authority over those modes that strongly influence the performance metric, the active struts were placed in the truss longorners opposite the sidestrosat plates A and B in Fig. 5. Note that placement schemes based on maximum residue locations of the finite element model are inconsistent with the assumptions of poor modal information that require low authority control.

The load cell in the active strut can be considered to be collocated with the actuator, since the frequency at which noncollocation becomes important is much higher than required. However, for impedance matching control, the actuated and sensed variable should also be dual, in the sense that their product should be the power flow into the structure. In general, the piezoelectric actuator provides neither pure force nor pure displacement. In the interferometer testbed, however, the active strut is significantly stiffer.
than the dynamic stiffness of the rest of the structure in the frequency range of interest, and it therefore commands displacement. It also effectively commands the extension rate of the strut, and the dual variable to extension rate is force. Thus, the impedance matching solution requires that the extension rate and force be related through a compensator, or equivalently, that the extension and the integral of force be related. Integral of force feedback has been used elsewhere for stiff actuators (see, e.g., Ref. 23).

To design impedance matching compensators between the integral of force and the stack voltage, the dereverberated driving point transfer function must be identified. As noted in Sec. II, this transfer function can be determined by averaging the log magnitude of the experimental transfer function. For both of the active strut transfer functions, three poles were found to be adequate to describe the dereverberated transfer function in the frequency range of interest. The fitted and measured transfer functions are plotted for the active strut at plate B in Fig. 5. The measured transfer functions at A and B are positive real up to 622 Hz, and are within 10 deg of positivity up to 1500 Hz, where the dynamics of the actuator and sensor, or the noncollocation, becomes important. The plotted transfer function also assumes perfect integration. The load cell integrator was rolled off at low frequencies with a corner frequency of $\omega_0 = 11.25$ Hz and a damping ratio of $\zeta = 0.7071$, to prevent saturation, and this determines a low frequency limit to positivity as well.

Once the dereverberated transfer function has been identified, various compensators can be designed. The compensator that dis-sipates the maximum power from a structure is the impedance match given by Eq. (4). This optimization yields a noncausal transfer function, which cannot be implemented, and must be approximated.

The simplest approximation that can be made is to constrain the compensator to be a constant gain. The optimal gain at a given frequency $\omega_0$ can easily be shown to be the magnitude of the noncausal solution at that frequency, so that

$$K_C = \frac{1}{|G(j\omega_0)|}$$  \hspace{1cm} (34)

This is the “rate feedback” solution. The constant gain solution only corresponds to feedback of rate for a force actuator. For any other actuator, constant gain impedance matching generalizes the concept of rate feedback.

Now consider the design of compensators using the technique developed in Secs. III and IV. If a low authority controller is required only to provide robustness for a high authority compensator, then the weighting function $C(\omega)\Pi_{\omega}(\omega)$ in Eq. (14) is specified by the requirements of the HAC. However, in the case of the interferometer testbed, the bandwidth of the disturbance and performance specification, combined with the errors in the model, require that the low authority controller provide a direct performance benefit. The frequency distribution of the active damping requirements are dictated by the disturbance input power and the performance. The product $C(\omega)\Pi_{\omega}(\omega)$ can be determined by fitting the measured transfer function from disturbance to performance with real poles and zeroes. The resulting seven pole weighting function $W(\omega)$ is shown in Fig. 6. The filter that shapes the spectrum of the disturbance is included in the transfer function. The central frequency $\omega_0$ in the constant gain feedback, Eq. (34), was chosen to be 100 Hz, where this weighting function is a maximum.

For both strut locations, the optimal compensators corresponding to the chosen weighting require only a single pole-zero pair. Increasing the compensator order further did not appreciably change the cost. The resulting compensators are shown in Fig. 7 for the strut at siderostat plate B. Those for the active strut at plate A are similar. Greater damping is obtained by the frequency dependent compensators by more closely matching both the magnitude and phase of the noncausal optimum at the center frequency of the weighting function. The closed-loop power reflection coefficient $H$ for each of the compensators is plotted in Fig. 8. A value of unity indicates that all of the incoming power is being reflected (no dissipation), whereas a value of zero indicates the “complete” dissipation attained by the ideal noncausal impedance match at that frequency. Although the constant gain compensator was chosen to maximize dissipation at $\omega_0 = 100$ Hz, it achieves its best damping at lower frequencies due to the fact that the experimentally determined dereverberated impedance is almost constant at low fre-
frequencies, and thus any constant gain feedback has the correct phase in this frequency region.

C. Results

The performance is composed of the rms differential pathlength error for the three different combinations of pathlengths. This data is shown in Table 1 for several different cases, and by frequency region in Fig. 9 for pathlength $B-C$. The baseline testbed configuration has no active or passive damping struts in place. Adding the active struts to the structure, with no control, results in a change in the performance metric due to the different stiffness and damping characteristics of the active strut as compared to a nominal strut. The performance with each active strut replaced by a D-strut is included to illustrate the possible improvement in damping achieved per strut by an active technique over a passive technique. Finally, active control using the optimization approach of this paper yields about a 30% increase in the performance achieved per strut over the constant gain solution.

Several observations about the performance can be made. Below the first mode of the structure, the dergereverberated model is not valid, and the feedback destiffens the active strut. The resulting increase in the displacement autospectrum is more than offset by the decreases at higher frequencies. Second, as predicted by the power flow analysis in Fig. 8, the approach of this paper achieves greater damping in the frequency region around 100 Hz than the constant gain feedback. Finally, note that in this experiment, only 2 of the 641 struts in the structure were actively damped. The purpose of the experiment was not to demonstrate the performance achievable by LAC, but rather to compare alternative LAC tech-

![Graph](image)

**Fig. 8** Relative power dissipation for compensators at plate $B$: constant gain solution (dash-dot) and present approach (solid).

![Graph](image)

**Fig. 9** Differential pathlength error $B-C$, for baseline, with two D-struts, with constant gain feedback, and using the present approach (rms in nm).

<table>
<thead>
<tr>
<th>Table 1</th>
<th>Achieved performance and relative change with respect to baseline for 10-500 Hz</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$A-B$</td>
</tr>
<tr>
<td>Baseline truss</td>
<td>495</td>
</tr>
<tr>
<td>With active struts</td>
<td>492</td>
</tr>
<tr>
<td>With D-struts</td>
<td>469</td>
</tr>
<tr>
<td>Constant gain</td>
<td>443</td>
</tr>
<tr>
<td>Present approach</td>
<td>444</td>
</tr>
</tbody>
</table>

niques. A larger number of active struts would be required to achieve substantial performance improvements.

The data presented earlier gives the improvement in performance obtained by using low authority control alone. However, another benefit of implementing a LAC is that it adds damping in the roll-off region of a high authority control loop. As a result, higher performance HAC controllers can be implemented. Therefore, the performance improvement that can be attributed to low authority control also includes the difference between the achievable performance of a high authority controller before and after implementation of the LAC.

Note that if broadband damping is required, a passive damping scheme might incur a smaller weight penalty than an active approach. However, most applications will have relatively narrow-band requirements on the added damping. This is the case for the performance specifications of the interferometer problem, or for the requirement of adding damping in the roll-off region of a high authority controller. In these cases, an active approach has advantages over passive damping augmentation. This result is due to the greater peak damping capability of an active approach, together with its flexibility in tuning the target frequency, and the potential elimination of any weight penalty by using the same hardware as the HAC.

VI. Conclusions

A structural modeling approach based on the modeling principles of statistical energy analysis can be used to represent the average value of a global mean-square performance metric in terms of only local structural information. The local information is given by the experimentally determined dergereverberated transfer function. The approach yields a mixed $\mathcal{H}_2/\mathcal{H}_\infty$ optimization problem, which can be solved numerically. The resulting optimal compensators guarantee closed-loop stability. The approach was tested on a complex laboratory structure, and approximately 30% better performance reduction was obtained over the usual rate feedback, or constant gain, approach. The active approach achieved greater performance reduction than a passive approach due to a higher peak damping capability and the ability to tune the controller to target the most important frequency region.
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