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Preface to the Second Edition

The second edition ofeedback Systentontains a variety of changes that are

based on feedback on the first edition, particularly in its fegeintroductory
courses in control. One of the primary comments from usethetext was that
the use of control tools for design purposes occured onér aftveral chapters of
analytical tools, leaving the instructor having to try tanemce students that the
technigues would soon be useful. In our own teaching, we fiatwle often use
design examples in the first few weeks of the class and useahisotivate the
various techniques that follow. This approach has beencpdaitly useful in engi-
neering courses, where students are often eager to applgdlseto examples as
part of gaining insight into the methods. We also found timatersities that have a
laboratory component attached to their controls class teedroduce some basic
design techniques early, so that students can be implemgecdintrol laws in the
laboratory in the early weeks of the course.

To help emphasize this more design-oriented flow, we haveareged the ma-
terial in the first third of the book. Chapter 3 in the originatt, which introduced
a number of examples in some detail, has been moved to an digpemere it
can be assigned as needed when specific examples arise. laciés\pe have put
a new chapter on “Feedback Principles” that illustrates sampls design prin-
ciples and tools that can be used to show students what type®ldems can
be solved using feedback. This new chapter uses simple maitalslations and
elementary analysis techniques, so that it should be abte$s students from a
variety of engineering and scientific backgrounds. For assiis which students
have already been exposed to the basic ideas of feedbatigpsein an earlier
discipline-specific course, this new chapter can easily skl without any loss
of continuity.

In addition to this relatively large change in the first pantiof the book, we
have also taken the opportunity to make other smaller clsabgsed on the feed
back we have received from early adopters of the text.

Add a summary of changes here

» Overview material on control logic
» Change disturbance and noise signalg &amdw, respectively.

We are indebted to numerous individuals who have taught filteotext and
sent us feedback on changes that would better serve theis neeaddition to the
many individuals listed in the preface to the first edition, weuld like to also

RMM
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PREFACE iii

thank Constantine Caramanis, Clancy Rowley and Andts for their feedback
and insights.

Karl JoharAstrom Richard M. Murray
Lund, Sweden Pasadena, California

Add more on@: assume familiarity with linear algebra and ODEs. EncourageMM
students to look up unfamiliar terms.
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Preface to the First Edition

This book provides an introduction to the basic principles &mols for the design
and analysis of feedback systems. It is intended to serveeasd audience of
scientists and engineers who are interested in undersgadd utilizing feedback
in physical, biological, information and social systems Néve attempted to keep
the mathematical prerequisites to a minimum while beingfcdmnot to sacrifice
rigor in the process. We have also attempted to make use ofigga from a
variety of disciplines, illustrating the generality of nyaof the tools while at the
same time showing how they can be applied in specific apphicatbmains.

A major goal of this book is to present a concise and insightiew of the
current knowledge in feedback and control systems. The fielebofrol started
by teaching everything that was known at the time and, as mawledge was
acquired, additional courses were developed to cover nelanigues. A conse-
guence of this evolution is that introductory courses haeained the same for
many years, and it is often necessary to take many individoatses in order
to obtain a good perspective on the field. In developing thiskbave have at-
tempted to condense the current knowledge by emphasizimtafuental concepts.
We believe that it is important to understand why feedbaalseful, to know the
language and basic mathematics of control and to grasp thedmdigms that
have been developed over the past half century. It is alsoritapt to be able to
solve simple feedback problems using back-of-the-eneetephniques, to recog-
nize fundamental limitations and difficult control problearsd to have a feel for
available design methods.

This book was originally developed for use in an experimecoalrse at Cal-
tech involving students from a wide set of backgrounds. Thesswas offered to
undergraduates at the junior and senior levels in traditiengineering disciplines,
as well as first- and second-year graduate students in emgigead science. This
latter group included graduate students in biology, compsitience and physics.
Over the course of several years, the text has been classested at Caltech and
at Lund University, and the feedback from many students alidagues has been
incorporated to help improve the readability and acce#yilof the material.

Because of its intended audience, this book is organizedslightly unusual
fashion compared to many other books on feedback and cohtrparticular, we
introduce a number of concepts in the text that are normabgnved for second-
year courses on control and hence often not available t@stadvho are not con-
trol systems majors. This has been done at the expense ohdeatditional top-
ics, which we felt that the astute student could learn inddpatly and are often
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PREFACE \%

explored through the exercises. Examples of topics that we inaluded are non-
linear dynamics, Lyapunov stability analysis, the matsip@nential, reachability
and observability, and fundamental limits of performancd eobustness. Topics
that we have deemphasized include root locus techniquesd/]dg compensation
and detailed rules for generating Bode and Nyquist plotsamdh

Several features of the book are designed to facilitate afdaction as a basic
engineering text and as an introduction for researcheratural, information and
social sciences. The bulk of the material is intended to bd usgardless of the
audience and covers the core principles and tools in theysisadnd design of
feedback systems. Advanced sections, marked by the “daumgérend” symbol
shown here, contain material that requires a slightly mecénical background,
of the sort that would be expected of senior undergraduatesdineering. A few
sections are marked by two dangerous bend symbols and areléd for readers
with more specialized backgrounds, identified at the begmif the section. To
limit the length of the text, several standard results andresions are given in the
exercises, with appropriate hints toward their solutions.

To further augment the printed material contained here napamion web site
has been developed and is available from the publisher'spagb:

http://www.cds.caltech.edumurray/amwiki

The web site contains a database of frequently asked quessiopplemental ex-
amples and exercises, and lecture material for coursed baghis text. The mate-
rial is organized by chapter and includes a summary of themnpajints in the text
as well as links to external resources. The web site also ic@ntiae source code
for many examples in the book, as well as utilities to implabtée techniques
described in the text. Most of the code was originally writtsing MATLAB M-
files but was also tested with LabView MathScript to ensure caitifiy with
both packages. Many files can also be run using other scrifatinguages such as
Octave, SciLab, SysQuake and Xmath.

The first half of the book focuses almost exclusively on stagéesgontrol sys-
tems. We begin in Chapt& with a description of modeling of physical, biolog-
ical and information systems using ordinary differentiquiations and difference
equations. ChapterfPresents a number of examples in some detail, primarily as a
reference for problems that will be used throughout the tesftowing this, Chap-
ter 4 looks at the dynamic behavior of models, including definiaf stability
and more complicated nonlinear behavior. We provide ade@sections in this
chapter on Lyapunov stability analysis because we find thatuseful in a broad
array of applications and is frequently a topic that is nataduced until later in
one’s studies.

The remaining three chapters of the first half of the book focurnear sys-
tems, beginning with a description of input/output behaindChapters. In Chap-
ter 6, we formally introduce feedback systems by demonstratow $tate space
control laws can be designed. This is followed in Chatby material on output

INow Appendix??
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PREFACE Vi

feedback and estimators. Chaptérand7 introduce the key concepts of reacha-
bility and observability, which give tremendous insighbithe choice of actuators
and sensors, whether for engineered or natural systems.

The second half of the book presents material that is oftesidered to be
from the field of “classical control.” This includes the tra@msfunction, introduced
in Chapter8, which is a fundamental tool for understanding feedbackesys.
Using transfer functions, one can begin to analyze thelgtadi feedback systems
using frequency domain analysis, including the abilitygason about the closed
loop behavior of a system from its open loop characterisTibss is the subject of
Chapter9, which revolves around the Nyquist stability criterion.

In Chaptersl0 and 11, we again look at the design problem, focusing first
on proportional-integral-derivative (PID) controllersdaihen on the more general
process of loop shaping. PID control is by far the most comnesigh technique
in control systems and a useful tool for any student. The enamt frequency
domain design introduces many of the ideas of modern cotitealry, including
the sensitivity function. In Chapté2, we combine the results from the second half
of the book to analyze some of the fundamental trade-offgdxen robustness and
performance. This is also a key chapter illustrating the pa@i/the techniques that
have been developed and serving as an introduction for nuwanaed studies.

The book is designed for use in a 10- to 15-week course in fekdbastems
that provides many of the key concepts needed in a varietisoijdines. For a 10-
week course, Chaptells2, 46 and8-11 can each be covered in a week’s time,
with the omission of some topics from the final chapters. A neisurely course,
spread out over 14-15 weeks, could cover the entire book, 2witeeks on mod-
eling (Chapter® and??)—particularly for students without much background in
ordinary differential equations—and 2 weeks on robustgrerince (Chaptet2).

The mathematical prerequisites for the book are modest akdedping with
our goal of providing an introduction that serves a broadienmk. We assume
familiarity with the basic tools of linear algebra, incladi matrices, vectors and
eigenvalues. These are typically covered in a sophomosd-teurse on the sub-
ject, and the textbooks by Apostdi][ Arnold [10] and Strang 112 can serve as
good references. Similarly, we assume basic knowledge f&rdiitial equations,
including the concepts of homogeneous and particularisolsifor linear ordinary
differential equations in one variable. Apostd@l gnd Boyce and DiPrima3[l]
cover this material well. Finally, we also make use of complambers and func-
tions and, in some of the advanced sections, more detaileckpts in complex
variables that are typically covered in a junior-level emggiring or physics course
in mathematical methods. Apostd][or Stewart L11] can be used for the basic
material, with Ahlfors B], Marsden and Hoffman84] or Saff and Snider102
being good references for the more advanced material. We dtaasen not to in-
clude appendices summarizing these various topics sirere tire a number of
good books available.

One additional choice that we felt was important was thedi@cinot to rely
on a knowledge of Laplace transforms in the book. While thee i by far the
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most commaon approach to teaching feedback systems in emgigemany stu-
dents in the natural and information sciences may lack tbessary mathematical
background. Since Laplace transforms are not required in ssgnéial way, we
have included them only in an advanced section intendecetthihgs together
for students with that background. Of course, we make trelmes use ofrans-
fer functions which we introduce through the notion of response to exptiale
inputs, an approach we feel is more accessible to a broayl aiscientists and
engineers. For classes in which students have already hdddeajpansforms, it
should be quite natural to build on this background in thereypate sections of
the text.
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Chapter One

Introduction

Feedback is a central feature of life. The process of feedback gokiemsve grow, respond
to stress and challenge, and regulate factors such as body temperafooel, pressure and
cholesterol level. The mechanisms operate at every level, from thedtiteraf proteins in

cells to the interaction of organisms in complex ecologies.

M. B. Hoagland and B. Dodsofthe Way Life Works1995 B1].

In this chapter we provide an introduction to the basic cphaod feedback
and the related engineering disciplineaointrol. We focus on both historical and
current examples, with the intention of providing the cahfer current tools in
feedback and control. Much of the material in this chaptexdapted from$2],
and the authors gratefully acknowledge the contributidnRager Brockett and
Gunter Stein to portions of this chapter.

Further Reading

The material in this section draws heavily from the reportted Panel on Fu-
ture Directions on Control, Dynamics and Syste®d.[Several additional papers
and reports have highlighted the successes of corifplgnd new vistas in con-
trol [33, 77, 12(. The early development of control is described by Ma&#6] jand
in the books by Bennet2D, 21], which cover the period 1800-1955. A fascinat-
ing examination of some of the early history of control in theited States has
been written by Mindell 89]. A popular book that describes many control con-
cepts across a wide range of discipline€igt of Controlby Kelly [74]. There
are many textbooks available that describe control systertige context of spe-
cific disciplines. For engineers, the textbooks by Frankliny@band Emami-
Naeini [49], Dorf and Bishop 89|, Kuo and Golnaraghiq9] and Seborg, Edgar
and Mellichamp 104 are widely used. More mathematically oriented treatments
of control theory include Sontad 0§ and Lewis BQl. The book by Hellerstein
et al. [60] provides a description of the use of feedback control in jgotimg sys-
tems. A number of books look at the role of dynamics and feekibabiological
systems, including Milhorng8] (now out of print), J. D. Murray 91] and Ell-
ner and Guckenheime#}]. The book by Fradkov47] and the tutorial article by
Bechhoefer 18] cover many specific topics of interest to the physics comiguni
Systems that combine continuous feedback with logic andesegijg called
hybrid system [], their theory is outside the scope of thiskdt is, however,
very common that practical control systems combine feddbantrol with logic

sequencing and selectors, many examples are giveli8n [ K J: We should add
reference on hybrid
systems
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Chapter Two
System Modeling

... | asked Fermi whether he was not impressed by the agreemawtdre our calculated
numbers and his measured numbers. He replied, “How many arbipargmeters did you
use for your calculations?” | thought for a moment about our cut-ofigedures and said,
“Four” He said, “l remember my friend Johnny von Neumann useday svith four param-
eters | can fit an elephant, and with five | can make him wiggle his trunk.”

Freeman Dyson on describing the predictions of his model for mesutospscattering to
Enrico Fermi in 195343).

A model is a precise representation of a system’s dynamied ts answer
guestions via analysis and simulation. The model we chogsendis on the ques-
tions we wish to answer, and so there may be multiple models fingle dy-
namical system, with different levels of fidelity dependingtbe phenomena of
interest. In this chapter we provide an introduction to theaept of modeling and
present some basic material on two specific methods commaeely in feedback
and control systems: differential equations and diffeesmguations.

Further Reading

Modeling is ubiquitous in engineering and science and hasglhiistory in applied
mathematics. For example, the Fourier series was intratogd-ourier when he
modeled heat conduction in soliddd. Models of dynamics have been developed
in many different fields, including mechanic8, B3], heat conduction3g], flu-

ids [26], vehicles [L, 27, 44], robotics P3, 109, circuits [57], power systems/g],
acoustics 22] and micromechanical systemsJ5. Control theory requires mod-
eling from many different domains, and most control theexts contain several
chapters on modeling using ordinary differential equatiand difference equa-
tions (see, for example49]). A classic book on the modeling of physical sys-
tems, especially mechanical, electrical and thermofluidesys, is Cannon3g)].
The book by Aris 8] is highly original and has a detailed discussion of the use
of dimension-free variables. Two of the authors’ favoriteoks on modeling of
biological systems are J. D. Murra9]] and Wilson fL19.
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Chapter Three
Feedback Principles

Feedback - it is the fundamental principle that underlies all self-regulatysgesns, not only
machines but also the processes of life and the tides of human affairs.

A. Tustin, Feedbackl 952, [L16].

This chapter presents examples that illustrate fundampragkerties of feed-
back: disturbance attenuation, command signal followiagustness and shaping
of behavior. Simple methods for analysis and design of lovelosgstems are in-
troduced. After reading this chapter, readers should haweesnsight inot the
power of feedback and they should be able to design simpitbéek systems and
perform laboratory experiments.

Further Reading

The books by Bennet2D, 21] and Mindel B9, 90] give interesting perspective
on the development of control. Much of the material touchganuin this chapter
is classical control se&§], [37] and [L15.The notion of controllers with two de-
grees of freedom was introduced by Horow2]. The analysis will be elaborated
in the rest of the book. Transfer functions and other desorip of dynamics are
discussed in ChapteBsand8, methods to investigate stability in Chap&rThe
simple method to find parameters of controllers based on nimatcti coefficients
of the closed loop characteristic polynomial is developather in Chapterg?,
?? and12. Feedforward control is discussed in Sectkh
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Chapter Four

Dynamic Behavior

It Don't Mean a Thing If It Ain't Got That Swing.
Duke Ellington (1899-1974)

In this chapter we present a broad discussion of the behakgymamical sys-
tems focused on systems modeled by nonlinear differergizdtons. This allows
us to consider equilibrium points, stability, limit cyclead other key concepts in
understanding dynamic behavior. We also introduce sombadstfor analyzing
the global behavior of solutions.

Further Reading

The field of dynamical systems has a rich literature that chariaes the possi-
ble features of dynamical systems and describes how patarobanges in the
dynamics can lead to topological changes in behavior. R#adatroductions to
dynamical systems are given by Strogatid and the highly illustrated text by
Abraham and Shaw?2]. More technical treatments include Andronov, Vitt and
Khaikin [5], Guckenheimer and HolmeS§] and Wiggins [L18. For students with

a strong interest in mechanics, the texts by Arnalg fnd Marsden and Rati@§)
provide an elegant approach using tools from differenteadrgetry. Finally, good
treatments of dynamical systems methods in biology arengyeWilson [L19
and Ellner and Guckenheimetq]. There is a large literature on Lyapunov stability
theory, including the classic texts by Malki&3], Hahn [59] and Krasovski 76].
We highly recommend the comprehensive treatment by KHeg]l |
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Chapter Five

Linear Systems

Few physical elements display truly linear characteristics. For examplesthtéon between
force on a spring and displacement of the spring is always nonlinear te stegree. The
relation between current through a resistor and voltage drop acrosksd deviates from a
straight-line relation. However, if in each case the relatioméasonablylinear, then it will
be found that the system behavior will be very close to that obtained bynaggan ideal,
linear physical element, and the analytical simplification is so enormousitbahake linear
assumptions wherever we can possibly do so in good conscience.

Robert H. CannorDynamics of Physical Systeni967 B5].

In Chapters2—4 we considered the construction and analysis of differentia
equation models for dynamical systems. In this chapter weeiafize our results
to the case of linear, time-invariant input/output systefivgo central concepts
are the matrix exponential and the convolution equatiorguth which we can
completely characterize the behavior of a linear systemalsle describe some
properties of the input/output response and show how tocappate a nonlinear
system by a linear one.

Further Reading

The majority of the material in this chapter is classical aad be found in most
books on dynamics and control theory, including early warkscontrol such as
James, Nichols and Phillip$¢] and more recent textbooks such as Dorf and
Bishop [B9], Franklin, Powell and Emami-Naeindf] and Ogata $8]. An excel-
lent presentation of linear systems based on the matrixrexg@l is given in the
book by Brockett 2], a more comprehensive treatment is given by Rutdi]
and an elegant mathematical treatment is given in Soi@4.[Material on feed-
back linearization can be found in books on nonlinear caritreory such as
Isidori [64] and Khalil [75]. The idea of characterizing dynamics by considering
the responses to step inputs is due to Heaviside, he alsmitted an operator
calculus to analyze linear systems. The unit step is thezefiso called théleav-
iside step functionAnalysis of linear systems was simplified significantly, but
Heaviside’s work was heavily criticized because of lack attinematical rigor, as
described in the biography by Nahif@4]. The difficulties were cleared up later
by the mathematician Laurent Schwartz who develagisttibution theoryin the
late 1940s. In engineering, linear systems have traditipbaen analyzed using
Laplace transforms as described in Gardner and BaBigd]se of the matrix ex-
ponential started with developments of control theory @1860s, strongly stimu-
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5.0. FURTHER READING 6

lated by a textbook by Zadeh and Desdi23]. Use of matrix techniques expanded
rapidly when the powerful methods of numeric linear algelese packaged in
programs like LabVIEW, MATLAB and Mathematica.

We should reference Gantmacher someplace; perhaps heme{JA, Jul 08) RMM
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Chapter Six
State Feedback

Intuitively, the state may be regarded as a kind of information storage orameor ac-
cumulation of past causes. We must, of course, demand that theistdrofl states> be
sufficiently rich to carry all information about the past history2ofo predict the effect of the
past upon the future. We do not insist, however, that the state iedisésuch information
although this is often a convenient assumption.

R. E. Kalman, P. L. Falb and M. A. Arbifopics in Mathematical System Theot969 [72].

This chapter describes how the feedback of a system’s statbeaised to
shape the local behavior of a system. The concept of readiabihtroduced and
used to investigate how to design the dynamics of a systeoughrassignment
of its eigenvalues. In particular, it will be shown that undertain conditions it
is possible to assign the system eigenvalues arbitrarilygmyopriate feedback of
the system state.

Further Reading

The importance of state models and state feedback was distusthe seminal
paper by Kalmang8], where the state feedback gain was obtained by solving
an optimization problem that minimized a quadratic losscfiom. The notions
of reachability and observability (Chaptéy are also due to Kalmar/(] (see
also p2, 73]). Kalman defines controllability and reachability as theligbto
reach the origin and an arbitrary state, respectivéR].[We note that in most
textbooks the term “controllability” is used instead of dahability,” but we pre-
fer the latter term because it is more descriptive of the &unental property of
being able to reach arbitrary states. Most undergradusiteaeks on control con-
tain material on state space systems, including, for exanfpanklin, Powell and
Emami-Naeini 9] and Ogata 98]. Friedland’s textbookj0] covers the material
in the previous, current and next chapter in consideralidldmcluding the topic
of optimal control.
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Chapter Seven
Output Feedback

One may separate the problem of physical realization into two stages:utatign of the
“best approximation”X(t; ) of the state from knowledge aftyfort <t; and computation of
u(ty) givenx(ty).

R. E. Kalman, “Contributions to the Theory of Optimal Control,” 1968][

In this chapter we show how to use output feedback to modiéydynamics
of the system through the use of observers. We introducedheept of observ-
ability and show that if a system is observable, it is possiblrecover the state
from measurements of the inputs and outputs to the systenth&keshow how to
design a controller with feedback from the observer stateindportant concept is
the separation principle quoted above, which is also proved structure of the
controllers derived in this chapter is quite general andbisioed by many other
design methods.

Further Reading

The notion of observability is due to Kalmar( and, combined with the dual
notion of reachability, it was a major stepping stone towasthblishing state
space control theory beginning in the 1960s. The observerdimgeared as the
Kalman filter, in the paper by Kalma®9] on the discrete-time case and Kalman
and Bucy ['1] on the continuous-time case. Kalman also conjecturedtitieaton-
troller for output feedback could be obtained by combinirgjae feedback with
an observer; see the quote in the beginning of this chapterr&sult was formally
proved by Josep and To67] and Gunckel and FranklirbB]. The combined re-
sult is known as the linear quadratic Gaussian control theocompact treatment
is given in the books by Anderson and Moo gnd Astrom [12]. Much later

it was shown that solutions to robust control problems akso & similar struc-
ture but with different ways of computing observer and stegelback gains42).
The general controller structure discussed in Se@®mvhich combines feedback
and feedforward, was described by Horowitz in 1962 [ The particular form in
Figure ?? appeared in14], which also treats digital implementation of the con-
troller. The hypothesis that motion control in humans is Hasea combination of
feedback and feedforward was proposed by Ito in 188 [
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Chapter Eight

Transfer Functions

The typical regulator system can frequently be described, in essentadfférential equa-
tions of no more than perhaps the second, third or fourth order. . .ohtrast, the order of
the set of differential equations describing the typical negative feedbaghifeer used in
telephony is likely to be very much greater. As a matter of idle curiosity, ¢ aocnted to
find out what the order of the set of equations in an amplifier | had jusigded would have
been, if | had worked with the differential equations directly. It turnedtodtte 55.

Hendrik Bode, 196030].

This chapter introduces the concept of ttamsfer functionwhich is a compact
description of the input/output relation for a linear systeCombining transfer
functions with block diagrams gives a powerful method foaldey with complex
linear systems. The relationship between transfer funstéom other descriptions
of system dynamics is also discussed.

Further Reading

The idea of characterizing a linear system by its steady-sé&ponse to sinusoids
was introduced by Fourier in his investigation of heat cantigun in solids 46].
Much later, it was used by the electrical engineer Steinméta introduced the
icw method for analyzing electrical circuits. Transfer funos were introduced via
the Laplace transform by Gardner Barn&$|[ who also used them to calculate the
response of linear systems. The Laplace transform was vemyriaeng in the early
phase of control because it made it possible to find transiéatsbles (see, e.g.,
[66]). Combined with block diagrams, transfer functions andlaeg transforms
provided powerful techniques for dealing with complex eys$. Calculation of
responses based on Laplace transforms is less importayt toldan responses of
linear systems can easily be generated using computerse @aleemany excellent
books on the use of Laplace transforms and transfer functammsiodeling and
analysis of linear input/output systems. Traditional $eotd control such as3p],
[49] and [98] are representative examples. Pole/zero cancellation wa®bthe
mysteries of early control theory. It is clear that commoctdes can be canceled
in a rational function, but cancellations have system thical consequences that
were not clearly understood until Kalman’s decompositiba bhear system was
introduced ¥3]. In the following chapters, we will use transfer functioesten-
sively to analyze stability and to describe model uncetyain
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Chapter Nine

Frequency Domain Analysis

Mr. Black proposed a negative feedback repeater and proved by tedti ffossessed the
advantages which he had predicted for it. In particular, its gain was consteahigh degree,
and it was linear enough so that spurious signals caused by the interaafithe various
channels could be kept within permissible limits. For best results the felkdetor u3 had
to be numerically much larger than unity. The possibility of stability with a feddbzztor
larger than unity was puzzling.

Harry Nyquist, “The Regeneration Theory,” 19557].

In this chapter we study how the stability and robustnestostd loop systems
can be determined by investigating how sinusoidal signadiéfflerent frequencies
propagate around the feedback loop. This technique allow® usason about
the closed loop behavior of a system through the frequennyadoproperties of
the open loop transfer function. The Nyquist stability tleeoris a key result that
provides a way to analyze stability and introduce measurdegrees of stability.

Further Reading

Nyquist’s original paper giving his now famous stabilityterion was published
in the Bell Systems Technical Journial 1932 P6]. More accessible versions are
found in the book 19], which also includes other interesting early papers on con
trol. Nyquist’s paper is also reprinted in an IEEE collectidnseminal papers
on control fL6]. Nyquist used+1 as the critical point, but Bode changed it to
—1, which is now the standard notation. Interesting persgescon early develop-
ments are given by Blackp], Bode [30] and Bennett21]. Nyquist did a direct
calculation based on his insight into the propagation aisandal signals through
systems; he did not use results from the theory of complegtioms. The idea
that a short proof can be given by using the principle of vemmaof the argu-
ment is presented in the delightful book by MacC@&L]. Bode made extensive
use of complex function theory in his booR9], which laid the foundation for
frequency response analysis where the notion of minimunsehas treated in
detail. A good source for complex function theory is the sia$y Ahlfors [3].
Frequency response analysis was a key element in the emergfecantrol theory
as described in the early texts by James etc#], Brown and Campbell34] and
Oldenburger 99, and it became one of the cornerstones of early controlr{heo
Frequency response methods underwent a resurgence whehaobtrol emerged
in the 1980s, as will be discussed in Chagt2r
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Chapter Ten
PID Control

Based on a survey of over eleven thousand controllers in the refiffiegjicals and pulp and
paper industries, 97% of regulatory controllers utilize PID feedback.

L. Desborough and R. Miller, 20038].

This chapter treats the basic properties of proportionagiml-derivative (PI1D)
control and the methods for choosing the parameters of theallers. We also
analyze the effects of actuator saturation and time dedayjrhportant features of
many feedback systems, and describe methods for compansatithese effects.
Finally, we will discuss the implementation of PID controfiexs an example of
how to implement feedback control systems using analoggitaticomputation.

Further Reading

The history of PID control is very rich and stretches back tolteginning of the
foundation of control theory. Very readable treatmentsgaven by BennettZ0,

21] and Mindel B9]. The Ziegler—Nichols rules for tuning PID controllers, first
presented in 19421P5, were developed based on extensive experiments with
pneumatic simulators and Vannevar Bush’s differentiallya®a at MIT. An in-
teresting view of the development of the Ziegler—Nicholgsub given in an inter-
view with Ziegler R8]. An industrial perspective on PID control is given 23],
[106 and [12]] and in the paperd8] cited in the beginning of this chapter. A com-
prehensive presentation of PID control is given1§][ Interactive learning tools
for PID control can be downloaded frohttp://www.calerga.com/contrib
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Chapter Eleven
Frequency Domain Design

Sensitivity improvements in one frequency range must be paid for with signsiéiteriora-
tions in another frequency range, and the price is higher if the plant is -bpam unstable.
This applies to every controller, no matter how it was designed.

Gunter Stein in the inaugural IEEE Bode Lecture, 1988

In this chapter we continue to explore the use of frequencyalo techniques
with a focus on the design of feedback systems. We begin witbra thorough de-
scription of the performance specifications for control sgst and then introduce
the concept of “loop shaping” as a mechanism for designimgrobtiers in the fre-
guency domain. We also introduce some fundamental liroitatio performance
for systems with time delays and right half-plane poles a&1dz

Further Reading

Design by loop shaping was a key element in the early devedopof control, and
systematic design methods were developed; see James)NigttbPhillips 66],
Chestnut and Mayei3[7], Truxal [115t and Thaler 114). Loop shaping is also RMM: check spelling
treated in standard textbooks such as Franklin, Powell and Efagini [49],
Dorf and Bishop 39|, Kuo and Golnaraghiq9 and Ogata 98]. Systems with
two degrees of freedom were developed by Horow#2],[ who also discussed
the limitations of poles and zeros in the right half-planendlamental results on
limitations are given in Bode2P]; more recent presentations are found in Good-
win, Graebe and Salgad®4]. The treatment in Sectio? is based on 11].
Much of the early work was based on the loop transfer functioa importance

of the sensitivity functions appeared in connection with tievelopment in the
1980s that resulted iH. design methods. A compact presentation is given in the
texts by Doyle, Francis and Tannenbauti][and Zhou, Doyle and Glovedp4].
Loop shaping was integrated with the robust control theoriMcfarlane and
Glover [87] and Vinnicombe 117]. Comprehensive treatments of control system
design are given in MaciejowskBP] and Goodwin, Graebe and Salgadd][
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Chapter Twelve
Robust Performance

However, by building an amplifier whose gain is deliberately made, sayedibels higher
than necessary (10000 fold excess on energy basis), and then féeeliogtput back on the
input in such a way as to throw away that excess gain, it has been fougsibpoto effect
extraordinary improvement in constancy of amplification and freedom fron-linearity.

Harold S. Black, “Stabilized Feedback Amplifiers,” 19241,

This chapter focuses on the analysis of robustness of fekdlyatems, a vast
topic for which we provide only an introduction to some of #&y concepts. We
consider the stability and performance of systems whoseegsodynamics are
uncertain and derive fundamental limits for robust stapind performance. To
do this we develop ways to describe uncertainty, both in ¢l fof parameter
variations and in the form of neglected dynamics. We alseflyrmention some
methods for designing controllers to achieve robust peréorce.

Further Reading

The topic of robust control is a large one, with many articles #xtbooks devoted
to the subject. Robustness was a central issue in classioéidot as described
in Bode’s classical book?P]. Robustness was deemphasized in the euphoria of
the development of design methods based on optimizationsffbeg robustness
of controllers based on state feedback, shown by Andersdriverore H], con-
tributed to the optimism. The poor robustness of output faekibvas pointed out
by RosenbrockJ0(, Horowitz [63] and Doyle B0] and resulted in a renewed
interest in robustness. A major step forward was the dewedop of design meth-
ods where robustness was explicitly taken into accounty asd¢he seminal work
of Zames 123. Robust control was originally developed using powerkgults
from the theory of complex variables, which gave contrslleirhigh order. A ma-
jor breakthrough was made by Doyle, Glover, Khargonekarfaadcis #2], who
showed that the solution to the problem could be obtainedguRiiccati equa-
tions and that a controller of low order could be found. Thipgraled to an
extensive treatment dfl., control, including books by Francigl§], McFarlane
and Glover 87], Doyle, Francis and Tannenbaudi], Green and Limebeebf],
Zhou, Doyle and Gloverl24], Skogestand and PostlethwaitEO[] and Vinni-
combe [L17]. A major advantage of the theory is that it combines muchhef t
intuition from servomechanism theory with sound numeratgbrithms based on
numerical linear algebra and optimization. The results Hfean extended to non-
linear systems by treating the design problem as a game \ireedésturbances are
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generated by an adversary, as described in the book by Bad&eanhard 17].
Gain scheduling and adaptation are discussed in the bodlstiym and Witten-
mark [15].
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Chapter Thirteen
Implementation

In this chapter we briefly describe some of the issues invoirgthplementing
control systems, focusing on computer-controlled systems

Changes to make: RMM
» Add chapter quote
» Goal: what feedback systertmok like: eng, bio, markets
» Simplify somewhat; currently too elaborate

* Add a discussion of how to discretize controllers

Further Reading

The early history of control systems is described very nigelhe book by Min-
dell [89).

There are many excellent textbooks on computer control systhat provide
important details for modern implementation of control $ahe text byAstrom
and Wittenmark 4] focuses on implementation of digital systems, includingsim
of the topics described in Sectiéf.
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