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ABSTRACT. This paper provides a precise sense in which the time ¢t map for the Euler
equations of an ideal fluid in a region in R™ (or a smooth compact n-manifold with
boundary) is a Poisson map relative to the Lie-Poisson bracket associated with the group
of volume preserving diffeomorphism group. This is interesting and nontrivial because
in Eulerian representation, the time ¢ maps need not be C'! from the Sobolev class H® to
itself (where s > (n/2) 4+ 1). The idea of how this difficulty is overcome is to exploit the
fact that one does have smoothness in the Lagrangian representation and then carefully
perform a Lie-Poisson reduction procedure.

1. Introduction

Hamiltonian structures play a fundamental role in mathematical physics. It’s enough
to recall a few examples: classical mechanics, electrodynamics, quantum mechanics, hy-
drodynamics and general relativity. However, when applying the classical methods and
technics of symplectic geometry to PDEs, one faces significant difficulties, both analytical
and conceptual.

Part of the problem is that symplectic forms that arise in many applications are weak
symplectic forms on infinite dimensional manifolds. More importantly, often integral curves
of PDEs are not differentiable in time in the function spaces one would normally use; in the
linear case, this corresponds to the fact that the operators involved are unbounded. Stock
examples include the Euler and Klein-Gordon equations. When dealing with such systems
one has to pay careful attention to domains of definitions as many standard formulas become
only formal relationships. Their justification is often cumbersome and requires some ad hoc
methods.

The goal of this paper is to contribute to the development of techniques that are useful
for the treatment of nonlinear PDEs with non-differentiable (in time) solutions and build a
framework that allows a systematic and rigorous study of such systems and is applicable to
the broad range of physical phenomena. Previous work in this vein is Chernoff and Marsden
[1974].

Specifically, this article is devoted to the study of the FEuler equations for an ideal fluid
on the compact manifold, the example that provides the main inspiration and motivation.
The goal is to understand in what exact sense (if any) the flow generated by Euler’s equation

1991 Mathematics Subject Classification. Primary: 35; Secondary: 76.
Key words and phrases. Euler equations, Poisson map, Lie-Poisson bracket, Lagrangian representation,
Lie-Poisson reduction procedure.

(©2005 International Press
281



282 SERGIY VASYLKEVYCH AND JERROLD E. MARSDEN

consists of Poisson maps. Since the classic work of Arnold Arnold [1966], it has been known
that formally the Euler equation could be viewed as a Hamiltonian system. (Expositions of
this may be found in Arnold and Khesin [1998] and Marsden and Ratiu [1999)]).

The work of Ebin and Marsden [1970] showed the remarkable fact that in appropriate
function spaces, the flow of the Euler equations in Lagrangian representation (in Sobolev
function spaces H® for s > (n/2) + 1) is given by a smooth vector field and hence all
the difficulties are resolved in that context. This work also shows that one can perform a
reduction (Euler-Poincaré reduction) to Eulerian representation to rigorously derive that the
solutions obtained this way satisfy the Euler equations (taking into account one derivative
loss due to the reduction procedure).

JFrom the work of Ebin and Marsden [1970], the reduced flow of the Euler equations in
H? are known to form a continuous flow in H*® (both in time and in the initial velocity field),
and regarded as maps from H*® to H°~', they are C'. Another remarkable property of the
solutions also follows from this same work—namely that the individual particle trajectories
are C* in time, a fact not so easy to see directly in Eulerian representation (see Kato
[2000]).

While a version of the symplectic nature of the flow of the Euler equations follows directly
from the results in Ebin and Marsden [1970] (taking into account the loss of one derivative),
it is not so clear that there is a well defined Poisson sense for the results. In fact, the
work of Lewis, Marsden, Montgomery, and Ratiu [1986] (and many subsequent papers by
other authors) shows that in the Poisson context, this derivative loss is a nontrivial issue in
defining a good sense in which one has a Poisson manifold and in which the Euler equations
then define a Hamiltonian system in the Poisson sense. The main purposes of this paper
is to fill this gap by means of a nonsmooth Lie-Poisson reduction procedure on appropriate
classes of functions.

This article has the following structure. In §2 we give important background infor-
mation on Euler equation and manifolds of diffeomorphisms. Then, we recall the basic
ideas of Poisson reduction in §3. Our results are presented in next two sections. In §4 we
prove that tangent bundle of a weak Riemannian manifold carries a Poisson structure in an
appropriate sense, provided that the manifold possesses a smooth Riemannian connection.
The later requirement is fulfilled on the groups of diffeomorphisms according to the work of
Ebin and Marsden [1970]. In §5 we utilize this result to show that the flow of Euler equation
is Poisson in an appropriate sense. We conclude with short discussion of presented results
in §6.

2. Solutions of the Euler Equation

In this section we present some classical results concerning the Euler equation that
motivated our study. The notation and exposition follows Ebin and Marsden [1970].

The Euler equations on compact manifold are traditionally formulated in the following
way. Let M be a compact Riemannian n-manifold possibly with boundary M. Find a
time dependent vector field u, (which has an associated flow denoted ;) such that

(1) wg is a given initial condition with divug =0
(2) The Euler equations hold:

(2.1) % + Vy,ur = — gradps
for some scalar function p; : M — R (the pressure),
(3) divug; =0, and
(4) w is parallel to OM.
It is standard that above equation can be formally rewritten as an ODE on the space of
divergence free vector fields with a derivative loss. But it was discovered by Ebin and Marsden
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[1970] that this is literally true with no derivative loss in Lagrangian representation. We
recall how this proceeds. Let p be a volume form on the manifold M. Let H*(M, N) denote
the space of mappings of Sobolev class s from an n-manifold M to a manifold N. For
s>n/2+1, let

D* = {n € H¥(M, M) | n is bijective and ' € H*(M, M)} and

D), ={neD’|n'pn=np}
Then both D?, D}, are smooth infinite dimensional manifolds and topological groups, more-
over D}, is a closed submanifold and a subgroup of D?.
Let 7 : TD;, — D;, and 7 : TM — M be the canonical projections and let e : M —

M, e(m)=m be the identity element of the groups Dy,, D®. Then

T,D°={ue H*(M,TM)|7ou=n and uldM},

TEDZ:%EW(M):{UGHS(M,TM)|Tou:e, divu=0 and u|0M},

where X3, (M) denotes the space of H® divergence free vector fields on M that are parallel
to the boundary.

A given Riemannian metric on M induces a right invariant weak Riemannian metric on
Dy, given by

(2:2) KV), = [ XY () o)

for X, Y € T, D;, where scalar product under the integral sign is taken in M.
As was shown in Ebin and Marsden [1970], D;, possesses a smooth Riemannian connec-
tion and, as a consequence, a smooth spray, which we will denote S.

PROPOSITION 2.1. (Ebin and Marsden [1970]) For s > (n/2)+1, the weak Riemannian
metric (2.2) has a C* spray S : TD;, — TTD;,. Let Iy : T'D;, — TD;, be the (local, C*)
flow of S. Let vy = Fy(ug) (the material velocity field) and n, = 7(v¢) (the particle position
field). Then the solution of the Euler equation with initial condition w(0) = wug is given by

-1
Ut = Vg OM .

JFrom the properties of the diffeomorphism group, one sees that this result shows that
the Euler equations (2.1) are well-posed in H? in Eulerian representation.

3. Motivation: The Poisson Reduction Theorem

First, recall the following basic and simple result about Poisson reduction (see, for
example, Marsden and Ratiu [1999]).

Suppose that G is a Lie group that acts on a Poisson manifold P and that for each
g € G the action map ®, : P — P is a Poisson map. Suppose that the quotient P/G is a
smooth manifold and the projection 7 : P — P/G is a submersion. Then, there is a unique
Poisson structure {-,-} on P/G such that 7 is a Poisson map. It is given by

{f,k}omr={fomkon}p Vk,feF(P/G),

where {-,-}p is a Poisson bracket in P and F(P/G) is a set of smooth functions on P/G.
If Xy is a Hamiltonian vector field for a G-invariant Hamiltonian H € F(P), then 7

also induces reduction of dynamics. There is a function h € F(P/G) such that H = ho .

Since 7 is a Poisson map it transforms Xz on P to Xy on P/G, that is, Tro Xy = Xp 0.
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Denoting the flow of Xz by F; and the flow of X;, by F; we obtain commutative diagram

p T, p

L
r/c - p/G

Our strategy is to apply the above procedure to the context of fluids. To do so, define
the map m : TD;, — X§;, via
m(n,v) =von

where 1 € D;;; (n,v) € T;)D;;7ov =1. Let F, - X35, — X35, be given by
Ft(’l)) = TOo Ft(’U)

for v € X%,,. By Proposition 2.1, F} is the flow of Euler equation on X3, i.e. u; = Fj(up)
satisfies the Euler equations (2.1).

It is clear from the preceding developments that F; (as a flow of a spray) is a flow of
Hamiltonian vector field on T'Dj,. The following commutative diagram

S Fy s
TD;, —— TD;

s Ff s
1.D;, —— T.D,,

suggests that the flow of Euler equation itself, which is obtained from F}; via Poisson reduc-
tion, should be a Hamiltonian flow in the sense of Poisson manifolds and this is certainly
formally true (see, for instance Lewis, Marsden, Montgomery, and Ratiu [1986] for both the
case considered here as well as the case of free boundary problems).

However, as noted in this reference and elsewhere, there are difficulties in finding the
right class of functions so that one gets a Poisson structure in a precise sense. To justify
the formal insight in precise function spaces, one has to overcome two hurdles.

The first hurdle is that 7D}, is only a weak symplectic manifold, and therefore does not
necessary carry a Poisson bracket in any obvious way without special ad hoc hypotheses such
as “the needed functional derivatives exist” which have long been recognized as awkward at
best.

The second hurdle is that 7Dy, is not a Lie group in the usual sense (left multiplication
is not smooth), and 7 is not a smooth map (inversion in D;, is not smooth). Therefore,
the well developed theory of Poisson and Lie-Poisson reduction is not directly applicable in
this case, even though the loss of derivatives one suffers from these transformations is well
understood.

The main point of this paper is to resolve these difficulties in what we believe is a
satisfactory way. We do this in the following sections.

4. Poisson Structures on Weak Riemannian Manifolds

Let @ be a weak Riemannian manifold modelled on Banach space E with metric (-, -).
Then T'Q) possesses a canonical weak symplectic form that is given in charts by the following
standard formula (see, e.g., Marsden and Ratiu [1999]):

Q(n,e)((e1, €2), (e3, €a)) = (en, ea),, — (€2, €3), + Dy (€, €1), - €3 — Dy (e, €3), - €1,

where n € Q, e,e1,e0,e3,e4 € E.
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For a smooth function f : M — R on a (strong) symplectic manifold (M, 1), let Xy
denote its Hamiltonian vector field. Then

(4.1) {f,9} = (X, Xg)

makes (M, {-,-}) into a Poisson manifold.

Since Q) is weak, formula 4.1 does not automatically define Poisson bracket {f, g} for
arbitrary functions f,g € F(TQ) since Xy, X, may fail to exist and even if they do, one
has to make additional hypotheses to obtain the Jacobi identity.

However, under the two additional hypothesis:

(1) @ has smooth Riemannian connection;
(2) The inclusion T;,Q — T;@ (the literal dual space) via

v(u) = (v,u)77 Yu € T,,Q

is dense,

it will be shown that one can define a Poisson bracket on the subalgebra

k) ={rere|§ 5 ecxrara)

of F(TQ). Here g—g, % are covariant partial derivatives on T'Q), the definition of which
will be given below.

This newly defined bracket makes K(TQ) into a Lie algebra and retains essential dy-
namical properties of a “true” Poisson bracket, including the Jacobi identity and the fact
that flows of Hamiltonian vector fields are Poisson maps and, of course, enerqgy is conserved.
Moreover, we will show that the bracket indeed is related to the canonical weak symplectic
form in the way that one would expect. In the following we assume that conditions (1) and
(2) are satisfied.

Covariant Partial Derivatives. First, we introduce covariant partial derivatives on T'Q).
Let 7:TQ — Q and 7y : TTQ — TQ be natural projections, ' : Q DU x Ex E — E be a
Christoffel map and K : TTQ — TQ be a connector map. In local representation,

K, v,u,w) = (n,w +T(n)(v,u)).
Define © : TTQ - TQPTQPTQ by
0= (n,T7, K).
It is standard that © is a diffeomorphism (see Eliasson [1967]). For H : TQ — R we set

H

%—W(V) W =dH -0~ YV,W,0) YV,W € T,Q,

0H -1

%(V) W =dH-0"(V,0,W) VV,W e€T,Q.
In local representation, this reads

OH _

a_n(na ’U) ! (777u) =dH - O 1((777’0)7 (77’ U)7 (nv O))

=dH - (77707”7 _F(n)(v>u))7

and

OH

%(77, ’U) : (77’ w) =dH - 671((777’0)7 (n’ 0)7 (an))
=dH - (n,v,0,w)).
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Similarly, for ¢ : TQ — TQ, we define 52, 32 : TQ — L(TQ,TTQ,) (here L(TQ, TTQ,) is
the space of linear maps TQ — TTQ,) by

g—i(V)-W=T¢~®‘1(V,VV70) YV, W € T,Q,

%(V) W =T¢-07(V,0,W) VYV,WeT,Q.

The following Lemmas are readily verified.

LEMMA 4.1. Let X be a vector field on TQ, Y be a vector field on TQq, ¢ : TQ, — TQ.

Then
oOH oOH

dH-Xza—n-TT(X)—F%-K(X),
O(H o ¢) B . %
ey e (5v)
O(H o ¢) B oles
T'Y—dH'(%'Y).

LEMMA 4.2. For H € C'(TQ,R), we have

OH d

8_n(77’v) “(nyu) = gt o H(ne,ve),
oOH d
%(7770)(,’7’711)_ E tZOH(nav+tw)7

where (ng,ve) s the parallel translation of (n,v) along the curve ny with n;(0) = w.

Let

ki1 = {recron | L8 ccrroral.

Now we can define the bracket {-,-} via

an e = (Fwo fmo) ~(Fao o)

Preliminaries on the Poisson Structure. The following is the first main result.

THEOREM 4.3. The bracket (4.2) maps KF x K™ into K™ *)=1 and also maps K x K
into K.

Remark. By definition of the covariant partial derivatives, g_Z’ % 1 T,Q — T,Q for
h:TQ — R. The theorem asserts that if h = {f, g} then, in fact, g—Z(n, v), %(n, v) € TQ,
i.e. there are Z(n,v),Y (n,v) € T,,Q such that

%(n,v)%: (Z,X), %(n,v)-X: (Z,X) VX eT,Q

on ov
and the maps (n,v) — Z(n,v),Y (n,v) have appropriate smoothness.
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Proof. Define operator E =Ko % This definition extends the usual notion of co-
variant derivative from vector fields along curves on ) to arbitrary curves on T'Q. Let

f,0:TQ — R and h = {f, g}. Choosing (n:,v:) as in Lemma 4.2, we obtain

g—’;m v) - ()

_d
I

0 0 d 0 dg
<a—£(ﬁtavt)aa—g(77tavt)> - Et_0<8_£(m’vt) an (m,vt)>
0
a_z(”t’“t)>
yi

Tt
of dg of D
_n(ntavt)a%(nvv)> +<6n(777 ) dtt o
9g
2 .
tzoa’l’] ty Ut .

(Db
S\ dt],_,
Jdg af D
< 77t7 vt), 877(777”)>n - <%(777”)7 o
B o) dg 0 dg af
= (Kgrnn @ goone) + (K5 gmn - oo o))
a g of 9 of 99
(K@ grmn) —(Kg 5o . gaw)
To proceed further, we need to calculate the quantity

(K200, (n7u)7(n,w)>na

where (7, w) is an arbitrary element of T;,Q). Let (7, vss) be a parametric surface in T'Q
with the following properties:

(1) &|,_,mo = u, (oo, voo) = (n,v);

(2) (nto,v10) is a parallel translation of (1, v);
(3) (nto,w;) is a parallel translation of (ngg, wo) = (1, w);
(4) %’520 s = wy for all s;

(5) (mts,vts) is a parallel translation of (1, vio) for all s.

Mt

Then, keeping in mind Lemmas 4.1, 4.2 and symmetry of Riemannian connection, one
checks the following:

<K(%g—£(n, v) - (n,w), (777w)>77 - <% t:

= i <g_£(77t07'vt0)7 (nt07wt)>nt

dt t=0

Og—i(nto, Uto), (777w)>n

d

T odt,

d d d d d
d_SS: f(nes, ves) = d_ss:oat:of(ms’vts) = Es:odf o (Tts, Vts)

t=0

0 d
77057 UOS (771557 Uts) + 8_£ (77057 UOS) . TTE!E:O (771557 Uts):|

d
dt t=0

D of d
77057 UOS - (771557 'Uts)> + < (nOsa UOS) ts>
l " dt i=0 _ on dt =0 os
af
ov

B E (DD
ds s=0 Ov Y 7dsfodt
of D

of d
+<dss 00 By U052 20s), dtt—o"t°>n+<an("’ ) 7

D
(7705, Uos) - (771507 Ut0)>

(715, Vs) >

; >
MNts .
dtt 0 "

n =0 n




288 SERGIY VASYLKEVYCH AND JERROLD E. MARSDEN

LEMMA 4.4. (see Do Carmo [1992]). Let R denote the Ricci curvature tensor. Then

DD DD d d
d_sa(ntsavts) dt ds (ntsa ts)+R(dt77tsuEnts)(nt&vts)’

D d Dd
dsdt’™ = dtds™

By construction of (s, vis), we have %’tzo(nto,vto) = 0. Applying lemma 4.4 we
obtain

D D d d
> . sy Uts) — R s 7 s ) =R ) ) ) ) ’
Tt e =R (] o Tl m) ) = R(. () a0)
D d D
— L == (no.w)=0.
dss=0 dt|,_, 1t dtt:O(mO w)
Thus,

(K5-S ) . mw)

n

(1, ). (1,0 1,0) )

n

) (), () +0

15

o+ (G50

#(x §— n

(k2 ) o) o))~ (Ri,v), 2L o) 0,0), (0, 0)
< n on " v

n

by Bianchi’s identity. Similar calculations yield

(k2w <n,u>7<n,w>>n—<K%Z—£<n,v>-<n,w>,<n,u>>n,

(

(K- ) =(Kgglmo- () o)

Substituting this into the formulas for g—f] and using Bianchi’s identity once again, we
get
oh 0 of Jdyg 0 O0g af
- . K—2 22 K== 2L
an (n,0) - (n,u) = < o 9n (n,0) - 52, 0) + Ko an (n,v) oy 1Y) (n,u)

n
g 0 0 0 0 0
(K Zn) S+ 85 L 0)- St (.0

H(REL D o)

n

n

Similarly,
oh B o0 of dg 0 0g of
a1~ = (K Sl anu) - 0000 + K gl gl ()
a0 0] a0 19)
(g S+ 5 o) Lo )

n
As K is smooth, the statement of the theorem follows. [ |
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Hamiltonian Vector Fields. The smoothness structure of Hamiltonian vector fields is
given as follows.

PROPOSITION 4.5. The vector field Xy is a C* Hamiltonian vector field (with respect to
canonical weak symplectic form) on TQ of class C* if and only if H € K*(T'Q). Moreover,

(43) Xa(.0) = (0, 5 =50 - D), 5 ).

Proof. In local representation, we have

(4.4) Q(n,e)((e1,e2), (es, e4)) = (e1, e4), — (€2, €3), + (L'(n)(e, €3), €1), — (L (n)(e, 1), €3),, -
Indeed,

Dy (e, e1) - e3 = (T(n)(es, e1), e),, + (I'(n)(es, ), ex),, -
Substituting this expression into the formula for 2 and using the symmetry of I' we obtain
the desired result. |

Let Xy = (n,v,e1,e2) be a Hamiltonian vector field, Z = (n,v,u,w) € T(, ,TQ be
arbitrary. Then

Q(XHv Z) = <’LU + F(W)(”a U), 61> - <62 + F(n)@% 61)7 ’LL> .
On the other hand, by lemma 4.1

OH OH OH OH
ONXy,Z)=dH - Z = — -T2+ —KZ = — - _— r .
( H, ) 877 TL A+ v 877 (nau) + v (777104' (’U,,’U))
Setting © = 0 and comparing the above expressions we see that %—f(mv) c(nyw) =
(e1,w) Yw € E. Similarly, setting w = 0 yields
OH
6_77(777”) : (777u) = <62 + F(W)(”a el)a u> Vu € E.
Thus, H € KF.
Conversely, let H € K*. Defining a vector field Xz by formula 4.3 and substituting
into formula 4.4 one obtains for arbitrary vector Z € T(;, ., TQ

QXy, Z) = <%—Ij,KZ> + <%—Z,TTZ> —dH-Z. |

PROPOSITION 4.6. Let f,g € K* be arbitrary. Then
{f,9} =Xy, Xy).
Proof. By Proposition 4.5, the vector fields Xy, X, are defined whenever {f,g} is.
Then

0(X;,X,) = df - X, = 2L of of 99 09 Of

5y TXo+ 5 KX, =55l -5l o ={f,g}. W

THEOREM 4.7. The bracket {-,-} is antisymmetric, bilinear, derivation on each factor
and makes IC into a Lie-algebra.

Proof. Antisymmetry, linearity and property of being derivation follows directly from
the definition of the bracket. By Theorem 4.3 {,-} leaves K invariant. Then, Jacobi
identity follows from Proposition 4.6 in the usual way, for example as in Marsden and Ratiu
[1999]. [

Now, T'Q has both symplectic and Poisson structures, and therefore two generally dif-
ferent definitions of Hamiltonian vector fields. We need to check that in our case these
coincide. To do so, let X? temporarily denote the Hamiltonian vector field with respect to
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Poisson structure {-, -} and Xy denotes the Hamiltonian vector field with respect to canon-
ical symplectic form corresponding to function the f. Recall, that X? is defined as a vector
field such that '

XF[h ={h f} VheK.
Thus, for all h € K,

xPipl = —. 2L =2, 2L
7 h] on Ov Ov O0On
oh oh
=dh-X§ = — TrX{ + —  KX¥
I R AN !
and therefore, TTX}D = % and KX}D = —g—f;. Comparing this with formula 4.3, we see

that X, = X? . Finally, from the coordinate expression, it is easy to see that Xy is a well

defined C* vector field for any f € K*.

Previously we established that classes K* are preserved under bracketing. Unfortu-
nately, for f € K* and a diffeomorphism 1 : TQ — T'Q the composition f o1 does not have
to be in any class ™. One can, however, compose with symplectic diffeomorphisms.

PROPOSITION 4.8. Let ¢ be a symplectic C* diffeomorphism, f € KF. Then fo € KF.

Proof. We have
Xy =" (Xy),
and so by Proposition 4.5, f oy € KF. |

PROPOSITION 4.9. Let F; be a flow of a smooth Hamiltonian vector field on TQ. Then
Fy is a Poisson, i.e. for all f,g € K

{fOFtagoFt}:{f7g}0Ft.

Proof. F; is symplectic with respect to the weak Riemannian form. Since F} preserves
class IC, the statement follows from Jacobi identity by the usual argument. |

5. Geometric Properties of the Flow of the Euler Equations

As we stated earlier, in Ebin and Marsden [1970] it is shown that Dj, carries a smooth
Riemannian connection, and therefore the results of the previous section apply. Therefore,
by those results, the space TDy, carries a Poisson structure (in the precise sense given there)
which we denote {-,-}. Let K, K , K stand for the corresponding connector maps on the
underlying manifold M, on D* and Dy, respectively, while V, V, V are the corresponding
connections and T', f, T are the corresponding Christoffel maps. In the following (-, -) denotes
the Riemannian metric on M, D*, D;, and an induced scalar product on X3;, = T.Dj,
depending on the context. The relationship between these metrics is given by 2.2.

Recall the notation from §3. Namely, let F; be the flow of the spray on 7D}, I; denote
the flow of Euler equation on Xj;, and 7 : 1D}, — Xj;,, 7(n,v) = von~!. Recall also that
we have the commutative diagram

PROPOSITION 5.1. The following diagram is commutative:

s Fy s
TD; —— TD;

5 I

Fy
s s
xdiv xdiv

Now we prepare and recall from Ebin and Marsden [1970] some useful Lemmas.
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LEMMA 5.2. Let § € Dj,. Define Re : Dy, — Dy, via Re¢(n) =no¢&, V€. Then
TR¢ o Fy(v) = FyoTRe(v) Vv e TD;.

Proof. Indeed, notice that

d
E(Wtofaﬁtof) =(no&,nro&, ol mof)

= TTR&(T]t, Tit, T}t, ﬁt) = TTRES(Ft(’U))
= S(TRekFy(v)) = S(ne o &,njr 0 §)

by right invariance of the spray. Thus, TR Fy(v) = (n: 0 &, 1 0 §) is an integral curve of S.
Since TR¢Fo(v) = T'Re¢(v), the statement of the Lemma follows from uniqueness of integral
curves. |

Recall that by definition, Fy(V) = mo F;(V) for all V € T.D;, = X, Let V = (n,v) €
T'D;,. Then, using the preceding Lemma, we obtain

Fyon(V)=moF(n(V))
=m0l oTR,-1(V)=moTR,-10F(V).
Notice, that 7o T'Re = 7 for any £ € D;,. Indeed,
moTRe(n,v) =m(no&vog) = (e,uo€o(nog)™)
=(e,vogog  onl) = (e,von™!) =m(n,0).
Thus m o TR, -+ = 7 and the Proposition is proved. |

A Poisson Structure on the Lie Algebra. Now, we construct a Poisson bracket {-,-}  on
X}, so that 7 is a Poisson map. For f,g: Xj3;, — R such that df,dg : X3;, — XJ;, define

{f,9}, (v) = (dg(v), Vayv) — (df (v), Vagu)v) -
As in §4, define
KPe = {f € C* (X5, R) | df € (X5, X5,)}
and
v =1{f € C*(X5 R) | df € CF (X5, X))

THEOREM 5.3. Let s > n/2+1. Then {-,-} is a bilinear map K** x KF-* — K§f1,371

and a derivation on each factor. Moreover, it satisfies Jacobi identity on %fﬂ;l, that is for
all f,g,h € KF*, and v € ngf,l,

O@) = {f.{g.: 1}, }, @)+ {h{f 9}, ), @) + {9, {0 f), ), () =0

Proof. Let f,g € K*°. Recall, that for r > n/2, H"(M,R) is an algebra. Thus,
(u,v) — Vo is a bilinear bounded map X3;, x X3, — X (and X5, x X5 — X3,.),
hence smooth. This implies that

2(v) = {f,9}; (v) € CF (X%, R).

Bilinearity and derivation property of {-,-} trivially follows from properties of d, V
and (-, ).
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Now we calculate dz. Let v,u € X", Since z € C*(X3;,,R), the Fréchet derivative of

z exists and coincides with its Gateaux derivative. Thus, by bilinearity of scalar product
and V,

d
= — t
i, z(v + tu)

= (Ddg(v) - u, Vas(oyv) + (dg(v), V pg (0)-uv)
+(dg(v), Vagwyu) = (Ddf (v) -, Vag(a)v)
= (df (©), Vpagey wv) = (df (), Vagwyu)
LEMMA 5.4. Let X € X3;,, s >n/2+1, and let Y, W be H® vector fields on M. Then
(Y, VxW)=—(VxY,W).

dz(v) - u

Proof. By the Sobolev theorems, X is a C'! vector field on M. By properties of the
Riemannian connection, for all m € M

(V. VIW),, = = (VY 4 X (V,17),,.
Thus,
(¥.VxW) = = (Vx¥,W) + [ X (VW)
M

Let G¢ be a flow of X on M. Since X is divergence free, i is Gy invariant, i.e. Gf(u) = p,
where G} denotes a pullback by G¢. Then

d
XKWm:/—— Y, W) oy
[ oxwwy, = [ 4 oW,

d
dtt=0 /M< ’W>Gt(m) Gy (1)
d
—_ * Y
dtt:()/MGt(< ,W>m‘u)
- ICA VO
= G0, O m i =0.

LEMMA 5.5. Let df € CH(X3;,,XY,,), s,t > 0. Then for all u,v,w € X3,
(Ddf (v) - u,w) = (Ddf (v) - w, u) .
Proof. We compute as follows:

(DA () ) = o+ tu)w)

_d

a EtZOESZO
d

- %s:O Et:of(v it SUJ)

= (Ddf(v) -w,u). N

fv+tu+ sw)

LEMMA 5.6. (The Hodge Decomposition; see Ebin and Marsden [1970]). Let X be an
H* wvector field on M, s > 0. There is an H**! function 0 and an H® vector field Y with
Y divergence free, such that
X =grad0+Y

Further, the projection maps
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are continuous linear maps on H*(M,TM). The decomposition is orthogonal in L? sense,
that is for all Z € X3,

(5.1) (Z,X)=(2,Y) = (Z,P.X)

LEMMA 5.7. There is a bilinear continuous map B : X5, x X5-1 — X5, (s > n/2) such
that for all Z € X3;,,W € X*t1 Y € C(M,TM)

<Z7 VYW> = <B(Z, W)7Y>

Proof. Fix coordinate system {z;} on M and let g;; denote components of metric
tensor, Z* denote components of vector field Z in the chosen system. Let g;; ¢k = 6f (as
usually, the summation on repeated indexes is understood). Then

[ OWI )
(Z,Vy W) :/ 9i; Z" <WY’“+I‘§WY’“W’”) n
M k
oW ,
:/ gs7ng7nkgijZZ —+I‘-]]g WT YS/J’
M Oxy, "
= <V7 Y> )
where
OWI ;
m __ _mk 7 J r
= i 2| —— + T .
1% 9" gi; (8:% + I, W )

Since H* is an algebra for s > n/2 it follows that V is an H?® vector field. Now we set
B(Z,W) =PV

and use 5.1. [ |

By Lemmata 5.4-5.7, we have

dz(v) - u = (Ddg(v) - PeVgpoyv,u) + (Ddf (v) - B(dg(v),v),u) + (Vap)dg(v), u)
—(Ddf (v) - PV gg()v,u) + (Ddg(v) - B(df (v),v), u) + {Vag)df (v), u).

Thus for any v € X511,

d{f 9} (v) = Pe[Vag)df (v) = Vap)dg(v)]
+ Ddf (v) - B(dg(v),v) — Ddg(v) - B(df (v),v)
+ Ddg(v) - PeV g wyv — Ddf (v) - PeV gg(0)0,

and hence d{f, g}, € C*(X5", x5.") and {f, g}, € ICffl)s_l.

Remark. If f,g € K* N ICFs+1 then v — PV gp(0ydg(v), v — PV gg(v)df (v) are C* as

1 k,
maps X' — X3, hence {f, gty € K s

Now we prove the Jacobi identity. To simplify notation, we set

Bf(v) = B(df(’l)),’l)), vf(v) = Pevdj'(u)v~
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Moreover, since in the following argument all functions are evaluated at the same point
v e X5, we will write By, Vy,df instead of By(v), etc. By Lemmata 5.5-5.7, we obtain

Opgn(v) = {f,{g,h}, }, (v)
= <d{9’ h}, 7vf> - <Bf=d{9a h}+>
= (d{g,h},, Vs = By)
= (Pe[Vandg — Vagdh],V§ — By) + (Ddg - (Br, = Vi),V = By)
+(Ddh - (Vg — By),Vy— By)
= ([dh,dg, Vs = Bs) + Dgns = Dy,
where Dy = (Ddg - (B, — V),V — By) and [+, -] is a Lie bracket of vector fields on M.

Notice that Lie bracket of divergence free vector fields is divergence free.
For s >n/2+2

([dh,dg],V y = By) = ([[dh(v), dg(v)], df (v)] , v).
Since terms of type D¢g4p cancel out in the Jacobi cycle
O(v) = Oggn(v) + Ongg(v) + Ogny(v),

and so the Jacobi identity for bracket {-, -} follows from the Jacobi identity for vector fields.

However, for n/2 + 1 < s < n/2+ 2 Lie bracket of dh(v) and dg(v) is an X3! vector field,
hence merely continuous and therefore [[dh(v), dg(v)], df (v)] may fail to exist. Therefore, in
this case more care is needed.

Let

Aggn = {df,VagVanv) ,
Cron = (df, Viag.arv)
With this notation in mind, by Lemma 5.4 and the Hodge decomposition
<[dh, dg], Vf> = <thdg - Vdgdh7 Vdfv> = —Aghf + Ahgf.
Similarly, by definition of B
([dh,dg], Bf) = Cfng-
By a well known formula for Riemannian connection,
VxVyZ —-VyVxZ =V xyZ,
for all sufficiently smooth vector fields X,Y, Z. Thus,
Aggh — Agng = (df, VagVanv — VanVarv) = {df, Viag anv) = Crgn-
Thus,
{11y, h}+}+ = —Agnr + Angr — Crng + Dgny — Dhyg,

and so

{Fdgmy i}, +{n AL g b, o An F ),

= —Agng + Angr — Cgng + Dgng — Dhyg
— Afgh + Agsh — Chgs + Dygn — Dgny
= Anfg + Asng — Cgn + Dhgg — Dygn

= (Agsn — Agng — Cgsn) + (Afng — Aggn — Cng)
+ (Angs — Angg — Chgr) =0. R
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Remark. If df (v), dh(v) € X5;,, s > n/2+ 1, then by Lemma 5.4
{f: 0} (v) = ([dh(v),df (v)],v) .
This shows that bracket {-,-} is naturally related to Lie-Poisson bracket on (X§;,)*.

Now we establish the relationship between Poisson bracket {-,-} , on X§;, that we just
introduced and Poisson bracket {-,-} on Dj,. For f,h: X3, — R define

fr=Ffom.
THEOREM 5.8. Define the function spaces
Cf (xglv) = {f € Ck (xgivv R)| df(’l}) dlvvv € xdlv} ’

and

3f(v) of
on " dv
Then fr € CF(ID:T ) for f € CH(XY,) (rs > n/2+ 1,k > 1) and for all f,h €
CHX?),v e x5

CH(TD;) = {f € C*(TD;,R) (v) € TD; Vv € TDS}

{f:n}, (v) ={fr,hr} (v) = {fom gom}(v).

Proof. Without loss of generality s > r. Since 7 is not even a C! function Dy, — Xy
it is not obvious that {fgr, hr} is defined. However, differentiating fr and hg as functions
TDZ*’“ — T'D;, one obtains the required result.

LEMMA 5.9. Under the assumptions of the Theorem,

O ), 0) = TR (r(n,2).

Proof. It is well known (Ebin and Marsden [1970]) that 7 € C* (TDZ*’“, TD;,). Notice,
that for (,u) € TD;*F,

onm d _ _
Fo V) (u) =2 w0t tu) = (e;von L0,u0n™h)

where time derivative is taken in TDj,. By lemma 4.1

ofr ~ Or

IR g K2

v r v
Thus, by right invariance of the metric on Dy,

O ) 0) - () = df (v o™

)-K(e,von~",0,uon™ )
=df(von™") - (uon")
= (df (n(n,v),uon™"),
— (TRydf (x(n,v)), (n, )}, . W
LEMMA 5.10. Under the assumptions of the Theorem

%(n,v) “(n,u) = — <df(1) o Uﬁl),R[T(v o n—l) o (uo 7771)]>8

that is,

%(n, v) = —TR,B¢(n(n,v)).
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Proof. First, we calculate g—z. Let (n,u) € Tfok, (n¢,v) be a parallel translation of

(n,v) with %t:ont = u. Recall that

d d
aﬁtil =—Tn "o pTAL ne
Then, by Lemma 4.2,
or d
8_7’](177,0) (nu ’LL) E 7T(77t7 t) _t _ t O Tt

Since connection on Dy, is right invariant, i.e.,

KoTTR=TR¢o K VYéeD;

we have
~d ) _ [ 7d -1 _
K {Et_ovt o ] B {Kdtt_ovt} en =0
By Lemma 4.1
Ofr _ df - f(%
an on
Combining above equalities together, we get
of ~ _ _
By 10 (1.0) = —df - K [T(wen™)e (won™)].

=~ (dfwon ™), K[Twoy ™) e (wony™)]) .
We claim that for all X,Y,Z € X3;, ’
(5.2) <Z, K[TX o Y]> = (Z,VyX).
Recall that by construction (see Ebin and Marsden [1970]),
K=PokK,
P=TR,oP.oTR,",
K(Y)=KoY,
By a well known formula of differential geometry, we have
KoTXoY =VyX,

and hence

K[TXoY] = P.[VyX].
By the Hodge decomposition
<Z, K[TX o Y]> = (Z,VyX) = (B(Z,X),Y).
By the above developments and right invariance of metric on Dy, we have

%(n,v) -(nu) = = (By(woy Y uoy) = — (TR, By(x(n,v)),u),. W
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Calculating {fr, hr} at v € X3! by Lemmata 5.9,5.10, we obtain
{fr,hr} (v) = = (Bf(v),dh(v)) + (Bn(v), df (v))
= (df (v), Van(yv) + (dh(v), Vagwyv)
— {df,dh}, (v). ®
PROPOSITION 5.11. Map 7 : TD,, — Xj;, is a Poisson map, i.e. for all f,h € CHxs,y)
pointwise in TDET (r,s >n/2 +1)
{fomhon}={fh}, om.

Proof. Since 7 is the identity on Xj;,, the statement follows immediately from Theorem
5.8. |

PROPOSITION 5.12. Let v € TD), and f,g € C*(T'D!,R) are such that 3L (Fy(v)) ,
L(F(v), 2(Fi(v), E(Fi(v) €TD;, r,s >n/2+ 1. Then

{foF,goF}(v) ={f g} (Fi(v)).
In particular, Fy preserves O} (TD;) and for f,h € KY* pointwise in TDZ‘H

{fomoFuhomo R} (v) = {(fomhom} (F(v)).

Proof. Without loss of generality r > s. First, we notice that covariant partial deriva-
tives of f o Iy, go F; at v are elements of T'D;;. Indeed,

0 (% v F%U-u 99 v N@v-u
seao ) u={ S E). T 0 0 + (AL RS0 ).

There is a function g € K(TD;,) such that

g 09 dg _0g
%(Ft(v)) = %(Ft(v)), %(Ft(v)) = %(Ft(v))
Thus,
5o F) =530 F)(0) -

However, by Proposition 4.8 go Iy € K(I'D;,) for any g € K(T'D;,), hence there is Z, €
C>(T'D;,,TD,,) such that for all u,

0

S0 ) u = 550 F)(0) - u = (Zyfo).u).

In a similar sense, one shows that 2 (f o F})(v) € TD;,.

Thus, {f o F;,go F;} (v) is well defined and depends only on values of %, g—g, g—g, %
calculated at point Fy(v). However, {f, g} o F;(v) also depends only on values of covariant

partial derivatives at Fy(v). Then, we choose f,§ € K(TD;,) such that

of _of
5 (F0) = G (R
0 o OF
GHR) = E(Fw),
9 (m(w) = D (mw))
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The equality
{FoR.goR} @ ={f.g}c R

follows from Proposition 4.9. By the preceding arguments, the same holds if we replace f , g
with f, g. This concludes the first part of the Proposition. The second part then follows. W

THEOREM 5.13. The map F; is Poisson with respect to the bracket {-, S

Proof. Let f,h € K**. Then for € CL(X5!). By Proposition 5.12.
foF,=fomoF € Ci(xy)
and we have pointwise in %3;;2:

{f oF,,ho Ft} (Theorem 5.8)
+

= {f oF,om hoF,o 7T} (Proposition 5.1 )
={fomoF,homoF,} (Proposition 5.12)
={fom horw}oF, (Proposition 5.11)

={f,h},omoF, ={fh} oF. W

6. Conclusions

In the previous sections we successfully implemented a nonsmooth Lie-Poisson reduction
technique for the study of the Euler equations of ideal fluid flow. This enabled us to find a
precise sense in which the flow of Euler equation on the Lie algebra of divergence free vector
fields (parallel to the boundary of the fluid region) is a Hamiltonian system in the Poisson
sense and that the flow consists of Poisson maps, despite the fact that this flow is believed
(as maps from H*® to H?®) to be continuous, but not differentiable.

A key part of this process was to introduce a Poisson structure on the space of divergence
free vector fields. As one would expect from the bracket derived via a type of Lie-Poisson
reduction, this bracket is closely related to the formal Lie-Poisson bracket on the dual to
the Lie algebra of divergence free vector fields.

Even though we consider only Euler’s equation, the technique developed here is directly
applicable to several other important systems—those which can be written as an ODE on
groups of diffeomorphisms, such as the following:

(1) The Camassa-Holm (CH) equation on S*—see Camassa and Holm [1993]:
Up — Uty = —3UlUg + 2UzUgy + Ulzge.

(2) The averaged Euler equations (or the LAE-« equations)—see Holm, Marsden, and Ratiu

[1998a,b]:

(1 —a?A)u+ (u-V)(1 - a?A)u — o*(Vu)? - Au = —gradp,
where divu = 0 and u satisfies appropriate boundary conditions, such as the no-slip
conditions v = 0 on OM.

(3) The EPDiff equation (also called the averaged template matching equation) on a
compact manifold M—see Holm and Marsden [2003] and Hirani, Marsden, and Arvo
[2001]:

uy — o Au + u(divu) — o (divu)Au + (u - V)u
—a?(u-V)Au+ (Du)' - u — o*(Du)’ - Au =0,
with appropriate boundary conditions, such as the no-slip conditions © = 0 on
OM. The EPDiff equations reduce to the CH equations in the case M = S'.
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These equations may be derived as the right reduction to the identity of the geodesic mo-
tion on the appropriate Lie group (see, for example, Camassa and Holm [1993] and Misiolek
[1998, 2002] for the case of the CH equations), and the preceding references for the other
equations. The crucial technical fact that enables our methods to work in both cases is the
smoothness of the spray on the Lie group. For the case of the CH equations and the LAE-«
equations on regions with no boundary, this is due to Shkoller [1998] and for regions with
boundary to Marsden, Ratiu, and Shkoller [2000]. For the case of the EPDIff equations, a
rather convincing plausibility argument is given Holm and Marsden [2003].

One important direction in which we would like to pursue these ideas is that of non-
smooth solutions. Even for the ideal Euler equations, this is interesting because of the
singular solutions, such as point vortices, vortex filaments and sheets. They clearly have
themselves an interesting Poisson structure, as was investigated by Marsden and Weinstein
[1983] and Langer and Perline [1991]. There are similar interesting singular solutions for the
EPDiff equations, whose geometry is investigated in Holm and Marsden [2003]. Tt would be
very interesting if, on the smaller spaces appropriate for these classes of singular solutions
that are introduced in these references, the smooth spray property still holds and, if that is
the case, whether or not one could then carry out the program in the present paper.

Another interesting direction for the present research is to the case of free boundary
problems, a notoriously difficult case for infinite dimensional Poisson structures, even at the
formal level (see Lewis, Marsden, Montgomery, and Ratiu [1986], Kruse, Marsden, and Scheurle
[1993], Kruse, Mahalov, and Marsden [1999] and Bering [2000].)
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