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Tricubic interpolation in three dimensions
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SUMMARY

The purpose of this paper is to give a local tricubic interpolation scheme in three dimensions that is
both C1 and isotropic. The algorithm is based on a specific 64 × 64 matrix that gives the relationship
between the derivatives at the corners of the elements and the coefficients of the tricubic interpolant
for this element. In contrast with global interpolation where the interpolated function usually depends
on the whole data set, our tricubic local interpolation only uses data in a neighbourhood of an
element. We show that the resulting interpolated function and its three first derivatives are continuous
if one uses cubic interpolants. The implementation of the interpolator can be downloaded as a static
and dynamic library for most platforms. The major difference between this work and current local
interpolation schemes is that we do not separate the problem into three one-dimensional problems.
This allows for a much easier and accurate computation of higher derivatives of the extrapolated field.
Applications to the computation of Lagrangian coherent structures in ocean data are briefly discussed.
Copyright � 2005 John Wiley & Sons, Ltd.
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1. INTRODUCTION

1.1. Motivation from ocean dynamics

There has been considerable interest in using observational and model data available in coastal
regions to compute Lagrangian structures such as barriers to transport and alleyways in the flow.
As an example, Figure 1 shows the Lyapunov exponent field computed using high-frequency
radar data collected in the bay of Monterey, along the California shoreline. Red denotes
zones of higher stretching in the sense of Reference [1]. The bright red lines in Figure 1
define a boundary between the open ocean and a re-circulating area inside the bay. These
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456 F. LEKIEN AND J. MARSDEN

Figure 1. Lagrangian coherent structures computed using high-frequency radar data collected in Mon-
terey Bay, CA. The bright red lines are those moving manifolds that experience the maximum stretching
in time. They define a barrier between the bay area and the open ocean. Superimposed on this figure
are the instantaneous velocity vectors measured by the radar. Interpolation of the velocity between

the grid points is required to integrate trajectories and obtain the Lagrangian structures.

Lagrangian structures are of major interest for studying transport and mixing in coastal areas,
as in, for example, References [1–3]. These techniques require the integration of an ODE of
the form

ẋ = v(x, t) (1)

where the velocity field v(x, t) is a sufficiently smooth function of space and time. However,
in practice, the velocity field is usually given as a discrete set of measured vectors (see Fig-
ure 1 for example) or the numerical output of a large-scale ocean simulation. The velocity
field then used in Equation (1) is generally chosen to be an interpolation of the given discrete
data set.

The smoothness of the trajectories and of the extracted Lagrangian coherent structures is
directly derived from the smoothness of the velocity field [4]. Linear interpolation of the data
does not produce smooth Lagrangian structures and hence, there is a need for a smoother
interpolation method. This paper develops such a method and was motivated by the need
for data interpolation in ocean dynamics (see Reference [3]). Notice that many other works
already use tricubic interpolation (see References [5–7] for examples in image processing
and chemistry) and have shown its superiority. However, the tricubic interpolation is always
split in three one-dimensional problems (see References [8, 9], for example). In this paper we
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propose an intrinsically three-dimensional approach and show that it is equivalent to a particular
combination of three one-dimensional cubic interpolants. The advantages of our method is the
reduced computational cost and the availability of accurate derivatives (first and higher orders)
of the function interpolated.

1.2. Goals of the paper

This paper focuses on the cases of time-dependent two-dimensional flows and time-independent
three-dimensional flows. In both cases, there are three directions of interpolation, namely
(x, y, t) or (x,y,z), respectively. For time-dependent two-dimensional flows, the usual interpo-
lation method is a bicubic interpolation in space combined with a one-dimensional interpolation
in time, such as a Lagrange polynomial [10]. This provides C1 continuity in space and C1

continuity in time. C1 continuity in space–time can be achieved with such a method provided
that the derivatives with respect to time are also interpolated with the bicubic interpolator and
used directly in the one-dimensional interpolator afterward. However, the derivatives of the
function are not easily accessible in such schemes. One can use finite differences to recover
the derivatives but the global tricubic interpolator provides a more efficient and accurate way
to compute them.

The purpose of this paper is to derive the equations for a full C1 interpolation method for
functions with three variables. We will show that a tricubic representation is the minimum
order that is necessary to maintain global C1 continuity and we will derive the equations for
the local representation.

2. MINIMUM REQUIREMENTS FOR C1 INTERPOLATION

We assume that a function f is given at the corner of a regular mesh. Without loss of
generality, we assume that the element is a cube of side 1, as in Figure 2. For an element with
arbitrary size, each variable can be scaled to obtain the generic element described in Figure 2.
Accordingly, derivatives used in this section must be appropriately scaled. As a result, the
method presented works for meshes where the elements are rectangular parallelepipeds, not
necessarily of equal size.

We represent the function f as a piecewise polynomial. Inside each cube, f takes the values
given by an expression of the following form:

f (x,y,z) =
N∑

i,j,k=0
aijkx

iyjzk (2)

where the N3 coefficients aijk must be determined based on the data and the desired degree
of smoothness. The resulting function f , of course, is C∞ inside each element. The overall
smoothness of f depends on the properties of f and its derivative on the faces of the elements.
One achieves C1 continuity if and only if f and its three first derivatives are continuous on
each of the six faces of the cubes. An obvious necessary condition is the continuity of f and
the first derivatives at each of the eight corners p1, p2, . . . , p8 of the cube. The value of f is
assumed to be given at these corners. We aim towards local interpolation, so we also assume
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Figure 2. Element for interpolation in three dimensions.

that we know the value of the first derivatives at the eight corners.‡ A finite difference method
can be used to extract an approximation of the derivatives of f based on nearby values of f .

In this situation, the necessary condition for C1 continuity results in four constraints at the
eight corners of each element, giving 32 constraints. An examination of Equation (2) shows
that N must be greater or equal to 3 to keep the number of coefficients above 32. The resulting
tricubic form of f on the elements is

f (x,y,z) =
3∑

i,j,k=0
aijkx

iyjzk (3)

We will derive the equations for the coefficients aijk in such a way that they satisfy the necessary
condition above (C1 continuity at the eight corners) and then the strategy is to show that this
condition is also sufficient that is, the corner conditions automatically imply C1 continuity of
f on each face.

3. ADDITIONAL CONSTRAINTS

The tricubic interpolation form given by Equation (3) uses 64 coefficients and enforcing C1

continuity at the eight corners only provides 32 constraints. Notice that there is not a unique
choice of extra constraints. We will show in Section 5 that the first 32 conditions also guarantee

‡In comparison, global interpolation only requires the continuity of the derivatives at the faces of the elements.
This produces multi-element constraints and requires the simultaneous computation of the interpolants for all
squares. In this paper, we assume that a fair approximation of the first derivatives at the corner are available,
so the interpolants can be computed for each element independently. This choice is mainly dictated by the
structure of the data. Footprints of geophysical flows are usually sparse and the error may increase greatly at
the edges of the domain. Computing the interpolant only with data collected at the corner of an element avoids
the propagation of high measurement errors from the edges. In addition, the boundary conditions are not always
known, making it impossible to derive a full system of equation for global splines.
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C1 continuity. Therefore, there are many tricubic interpolants of the form given by Equation (3)
satisfying C1 continuity. Fortunately, by adding two basic requirements on what the remaining
32 constraints can be, the solution becomes unique. First, we have chosen to favour smoothness
over accuracy. Our objective in designing a C1 tricubic interpolator is to increase the smoothness
of the resulting interpolated function, not minimizing the error between the actual (unknown)
field and the interpolated function. This naturally suggests to use the smoothness of additional
derivatives as the remaining constraints. Second, we require that the choice of extra constraints
be isotropic. In other words, we require that the set of extra constraints is invariant under
rotations of the axis x, y and z. There are only two sets of four derivatives satisfying this
condition. We will show that the set{

�2
f

�x2
,
�2

f

�y2
,
�2

f

�z2
,

�3
f

�x�y�z

}
(4)

is linearly dependent with the first 32 constraints. This choice leads to a linearly dependent set
of constraints for the coefficients aijk , as is shown in the next section. As a result, a tricubic
interpolant satisfying prescribed values of these functions at the eight corners does not usually
exist and this choice must be discarded. The only isotropic choice (i.e. invariant under axis
rotation) that satisfies our two requirements above and guarantees existence and uniqueness of
the solution is {

�2
f

�x�y
,

�2
f

�x�z
,

�2
f

�y�z
,

�3
f

�x�y�z

}
(5)

Therefore, we adopt the strategy that the coefficients aijk will be determined for each element
in such a way that the values of each function in the set{

f,
�f
�x

,
�f
�y

,
�f
�z

,
�2

f

�x�y
,

�2
f

�x�z
,

�2
f

�y�z
,

�3
f

�x�y�z

}
(6)

take prescribed values at the eight corners of the element.
One might wonder why the value of f , its first derivatives and the four functions in the

set given in Equation (4) at the eight corners are not linearly independent variables. It is not
too surprising because f is a tricubic function as defined by Equation (3). The set of tricubic
functions is much smaller than C1 and we expect some relationships between certain derivatives
arising from their particular form.

In this particular case, one can show that, if f and its first derivatives are prescribed at the
eight corners, the values of �2

f/�x2, �2
f/�y2, �2

f/�z2 are always fixed at each corner and
cannot be used as extra constraints. The explanation for this fact lies in the fact that along
one axis (i.e. setting the two other variables to zero), the tricubic form given in Equation (3)
reduces to a cubic spline. The values of f and its first derivative along that axis at two points
along that axis determine a unique spline and the second derivative along that axis is already
constrained by the cubic spline. As an example, we derive the relationship for �2

f/�x2. Along
the x-axis, we have y = z = 0 and Equation (3) reduces to

f (x, 0, 0) =
3∑

i=0
ai00x

i (7)
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To achieve C1 continuity, we have prescribed the value of f and its first derivatives at the
eight corners of the element shown in Figure 2. In particular, f and �f/�x are given at the
points p1 = (0, 0, 0) and p2 = (1, 0, 0). According to Reference [10], for example, this means
that we must have

a000 = f |p1

a100 = �f
�x

∣∣∣∣
p1

a200 = 3f |p2
−3f |p1

− 2
�f
�x

∣∣∣∣
p1

− �f
�x

∣∣∣∣
p2

a300 = �f
�x

∣∣∣∣
p2

+ �f
�x

∣∣∣∣
p1

−2f |p2
+2f |p1

(8)

The values of the second derivative in the x direction at the point p1 are given by

�2
f

�x2

∣∣∣∣∣
p1

= 2a200 = 6f |p2
−6f |p1

− 4
�f
�x

∣∣∣∣
p1

− 2
�f
�x

∣∣∣∣
p2

(9)

and are therefore not independent of the values of f and �f/�x at p1 and p2. Adding �2
f/�x2

in the set of constraints will always create linearly dependent constraints and a generally non-
existent solution for the interpolant. Notice that this result is valid for any tricubic interpolant
in any dimension. For example, tricubic interpolation in six dimensions will require many extra
constraints in addition to C1 continuity at the corners. In no case should derivatives such as
�2

f/�x2, �3
f/�x2�y be added to the set of constraints. An important corollary is the following:

In any dimension, no local tricubic interpolant can guarantee C2 continuity. In n dimensions,
each element has 2n corners and there are n first-order derivatives; so maintaining C1 continuity
only gives 2n(n+ 1) constraints. On the other hand, the cubic spline in an element is given by
a four-dimensional tensor§ of order n. This gives 22n coefficients to determine. The number of
extra constraints is 2n(2n − n − 1) or 2n − n − 1 per corner. Since there are exactly 1

2n(n + 1)

second derivatives of f in n dimensions, for n � 4, it is potentially possible to try to add all
the second derivatives in the extra constraints and try to make the interpolated function C2.
However, the result above shows that this will not be a valid choice because �2

f/�x2 will be
generically discontinuous at the corners and faces of the elements. To achieve C2 continuity,
one must use higher order polynomials.

4. INTERPOLATOR EQUATIONS

We stack the 64 coefficients aijk of the interpolant in Equation (3) in a vector �̄ by defining

�1+i+4j+16k = aijk for all i, j, k ∈ {0, 1, 2, 3} (10)

§In n dimensions, we consider the coefficients of the tricubic interpolation ai1i2···in as a tensor of order n.
The n four-dimensional vectors (1, xi , x

2
i , x3

i ) for i = 1, . . . , n are applied to this tensor to get a scalar value,
representing the value of the function at this point.
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Similarly, we give a unique index p1, p2, . . . , p8 to each corner of the cube, as in Figure 2.
We stack the constraints on f and its derivatives in a vector b̄ by defining

bi =




f (pi) if 1 � i � 8

�f
�x

(pi−8) if 9 � i � 16

�f
�y

(pi−16) if 17 � i � 24

�f
�z

(pi−24) if 25 � i � 32

�2
f

�x�y
(pi−32) if 33 � i � 40

�2
f

�x�z
(pi−40) if 41 � i � 48

�2
f

�y�z
(pi−48) if 49 � i � 56

�3
f

�x�y�z
(pi−56) if 57 � i � 64

(11)

Based on Equation (3), the derivatives of f can be computed and evaluated for the eight
points pi . This gives a linear system in the 64 unknown coefficients �i of the form

B�̄ = b̄ (12)

The 64 × 64 matrix B is readily found computationally. Its elements are integer numbers and
are computed exactly (i.e. without numerical error). Because of its large size, we do not display
the matrix in this paper but they are explicitly available in different forms (HTML, C-code) at
http://gyre.cds.caltech.edu/pub/software/tricubic/doc

The determinant of the matrix B is

det(B) = 1 (13)

As a result, the matrix B is invertible and the coefficients �i can be computed using the linear
relationship

�̄ = B−1b̄ (14)

The 64 × 64 matrix B−1 is the core of the tricubic interpolator and can be explicitly found at
http://gyre.cds.caltech.edu/pub/software/tricubic/doc

Remark
Adding the isotropic set of derivatives in the set given by Equation (4) to the conditions
determining f and its first derivatives, gives another matrix B ′. However, we have shown that

Copyright � 2005 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Engng 2005; 63:455–471



462 F. LEKIEN AND J. MARSDEN

constraining �2
f/�x2 is not possible because its value at the corners is not independent of the

values of f and �f/�x. As a result, the choice of derivatives given by Equation (4) leads to
det(B ′) = 0 and therefore B ′ cannot be used to determine a valid set of coefficients aijk for
the interpolator.

5. PROOF OF C1 CONTINUITY

In this section, we show that the function f , defined piecewise by Equation (3), is actually
C1 continuous. Inside each element, f is polynomial and therefore C∞. The smoothness of f

depends on its continuity and the continuity of its derivatives at the boundary of each element.
As a result, proving that f is C1 is equivalent to showing that f is continuous on each face of
the elements and that the 3 first derivatives are also continuous on these faces. The coefficients
aijk = �1+i+4j+16k defined by Equation (14) are designed in such a way that the values of the
eight functions in the set given in Equation (6) take prescribed values at the eight corners of
the element. We will show that this implies that the eight functions of the set given in Equation
(6) are also continuous on the six faces of the element.

Lemma 5.1
The interpolated function f is continuous on the horizontal faces of the elements.

Proof
We investigate the values of the function f on the upper face of an element and the bottom
face of the element right above it (see Figure 3). In the lower element, f can be written as

f L(x,y,z) =
N∑

i, j, k=0
aL

ijkx
iyjzk (15)

and its value on the common face is the following bicubic polynomial in x and y:

f L(x, y, 1) =
N∑

i,j=0

(
N∑

k=0
aL

ijk

)
xiyj (16)

Define

bL
ij =

N∑
k=0

aL
ijk (17)

so that Equation (16) becomes

f L(x, y, 1) =
N∑

i,j=0
bL
ij x

iyj (18)

Similarly, for the upper cube, we have

f U(x,y,z) =
N∑

i, j, k=0
aL

ijkx
iyjzk (19)
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Figure 3. Study of C1 continuity at the common face of two elements.

and the value of f on the common face is

f U(x, y, 0) =
N∑

i,j=0
aL
ij0x

iyj (20)

also a bicubic polynomial in x and y. Define

bU
ij = aU

ij0 (21)

so that Equation (20) becomes

f U(x, y, 0) =
N∑

i,j=0
bU
ij x

iyj (22)

To show that f L(x, y, 1) = f U(x, y, 0), it is necessary and sufficient to show that the coefficients
corresponding to the same monomials in Equations (18) and (22) are identical.

For this purpose, we define the vectors �L and �U by

�L
1+i+4j = bL

ij and �U
1+i+4j = bU

ij (23)

The value of the function f and the derivatives �f/�x, �f/�y, �2
f/�x�y can be computed

using the coefficients in �̄. We define the vector �̄ by stacking the values of these functions
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Table I. The matrix M , describing the relationship between the coefficients of the
interpolant to a horizontal plane.

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16

1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
2 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0
3 1 0 0 0 1 0 0 0 1 0 0 0 1 0 0 0
4 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
5 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0
6 0 1 2 3 0 0 0 0 0 0 0 0 0 0 0 0
7 0 1 0 0 0 1 0 0 0 1 0 0 0 1 0 0
8 0 1 2 3 0 1 2 3 0 1 2 3 0 1 2 3
9 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0

10 0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0
11 0 0 0 0 1 0 0 0 2 0 0 0 3 0 0 0
12 0 0 0 0 1 1 1 1 2 2 2 2 3 3 3 3
13 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0
14 0 0 0 0 0 1 2 3 0 0 0 0 0 0 0 0
15 0 0 0 0 0 1 0 0 0 2 0 0 0 3 0 0
16 0 0 0 0 0 1 2 3 0 2 4 6 0 3 6 9

at the four common corners q1, q2, q3 and q4 (see Figure 3). Namely,

�i =




f (qi) if 1 � i � 4

�f
�x

(qi−4) if 5 � i � 8

�f
�y

(qi−8) if 9 � i � 12

�2
f

�x�y
(qi−12) if 13 � i � 16

(24)

The relationship between the derivatives in �̄ and the coefficients in � is linear and can be
written as

�̄ = M�̄ (25)

where the 16 × 16 matrix M is given in Table I.
By definition of the tricubic interpolator, the values of the function in �̄ are fixed and given.

As a result, their computation using either �̄U or �̄L must give the same result and therefore

M�̄L = M�̄U (26)

A computation shows that the determinant of the matrix M is equal to −1 and M is therefore
invertible. Its inverse M−1 is given in Table II and is equivalent (after line and column
rearrangements) to the bicubic interpolator matrix presented in Reference [10]. Using M−1, we
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Table II. The matrix M−1 is the inverse of M , given in Table I.

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16

1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
2 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0
3 −3 3 0 0 −2 −1 0 0 0 0 0 0 0 0 0 0
4 2 −2 0 0 1 1 0 0 0 0 0 0 0 0 0 0
5 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0
6 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0
7 0 0 0 0 0 0 0 0 −3 3 0 0 −2 −1 0 0
8 0 0 0 0 0 0 0 0 2 −2 0 0 1 1 0 0
9 −3 0 3 0 0 0 0 0 −2 0 −1 0 0 0 0 0

10 0 0 0 0 −3 0 3 0 0 0 0 0 −2 0 −1 0
11 9 −9 −9 9 6 3 −6 −3 6 −6 3 −3 4 2 2 1
12 −6 6 6 −6 −3 −3 3 3 −4 4 −2 2 −2 −2 −1 −1
13 2 0 −2 0 0 0 0 0 1 0 1 0 0 0 0 0
14 0 0 0 0 2 0 −2 0 0 0 0 0 1 0 1 0
15 −6 6 6 −6 −4 −2 4 2 −3 3 −3 3 −2 −1 −2 −1
16 4 −4 −4 4 2 2 −2 −2 2 −2 2 −2 1 1 1 1

can write Equation (26) as

�̄L = M−1M�̄U = �̄U (27)

and, therefore, the coefficients of the two bicubic polynomials of Equations (18) and (22) are
identical. �

Lemma 5.2
The derivatives

�f
�x

,
�f
�y

,
�2

f

�x�y
,

�2
f

�x2
,

�2
f

�y2
,

�3
f

�x2�y
,

�3
f

�x�y2
,

�3
f

�x3
,

�3
f

�y3

are continuous on the horizontal faces of the elements.

Proof
Based on Lemma 5.1, f is represented as a unique polynomial in x and y on the horizontal
faces between elements. As a result, higher derivatives of this polynomial (i.e. in x and y, but
not z) are also identical on these faces. �

Lemma 5.3
The partial derivative �f/�z is continuous on the horizontal faces of the elements.

Proof
Notice that Equation (3) implies that

�f
�z

(x,y,z) =
N∑

i,j=0

N∑
k=1

aijkkxiyjzk−1 (28)
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As a result, the function �f/�z can also be represented on a common horizontal face, by
Equations (18) and (22), with

bL
ij =

N∑
k=1

kaL
ijk (29)

and

bU
ij = aU

ij1 (30)

We define

g = �f
�z

(31)

and we notice that values of

g,
�g
�x

,
�g
�y

and
�2

g

�x�y

are fixed and equal for the two polynomials at the four common corners. By applying the
same reasoning as in the proof of Lemma 5.1, we see that the value of g (i.e. �f/�z) on the
common face is independent of the element (lower or upper) used for the computation. �

Lemma 5.4
The derivatives

�2
f

�x�z
,

�2
f

�y�z
,

�3
f

�x�y�z
,

�3
f

�x2�z
and

�3
f

�y2�z

are continuous on the horizontal faces of the elements.

Proof
Based on Lemma 5.3, �f/�z is represented as a unique polynomial in x and y on the horizontal
faces between elements. As a result, higher derivatives of this polynomial (i.e. in x and y, not z)
are also identical on these faces. �

Similar theorems can be written for the other faces; the results are summarized in Table III,
which gives the continuity properties of each derivative on each face.

Lemma 5.5
The functions

f,
�f
�x

,
�f
�y

,
�f
�z

,
�2

f

�x�y
,

�2
f

�x�z
,

�2
f

�y�z
,

�3
f

�x�y�z

are continuous.

Proof
Table III summarizes the smoothness of each derivative through each face. We have shown that
the smoothness of any of these derivative depends only on its smoothness through the faces of
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Table III. Continuity of the interpolated function and its derivatives.

x = 0, 1 y = 0, 1 z = 0, 1 Global

f y y y y

�f
�x

y y y y

�f
�y y y y y

�f
�z

y y y y

�2f

�x2 n y y n

�2f

�y2 y n y n

�2f

�z2 y y n n

�2f
�x�y y y y y

�2f
�x�z

y y y y

�2f
�y�z y y y y

�3f

�x3 n y y n

�3f

�y3 y n y n

�3f

�z3 y y n n

�3f

�x2�y n y y n

�3f

�x2�z
n y y n

�3f

�x�y2 y n y n

�3f

�y2�z y n y n

�3f

�x�z2 y y n n

�3f

�y�z2 y y n n

�3f
�x�y�z y y y y

The three first columns give the continuity with respect to a particular
face. The last column gives the global continuity properties in 3D spaces.
Functions marked with ‘y’ are necessarily continuous. Functions marked
with ‘n’ are not necessarily continuous for any data set.
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the elements. As a result, functions that are continuous through all faces in Table III are also
continuous everywhere. �

Using these lemmas, we are now ready to give the main result of this paper.

Theorem 5.1
The tricubic interpolated function f is C1 in three dimensions.

Proof
Lemma 5.5 implies that f is continuous and its three first derivatives are also continuous and
therefore f is C1. �

6. BOUNDARY CONDITIONS AND EXAMPLE

Boundary conditions can be enforced in a variety of ways. For a step-size boundary that
coincides with the Cartesian grid, natural and Dirichlet boundary conditions are enforced by
setting the corresponding components of the velocity or derivatives to zero before computing
the interpolator coefficients.

In the case of a complex coastal problem such as Figure 1, the boundary is usually a
polygonal line. Notice that the boundary conditions cannot be enforced directly in the in-
terpolation method. Instead, we interpolate the velocity first (setting the velocity to zero for
grid points outside the domain) and apply a mask that smoothly decreases the magnitude
of the velocity or its normal component as the point approaches the boundary. Figure 4
shows an example of this procedure. The red arrows are the vectors measured by the radar,
as was shown in Figure 1. The black arrows are sampled vectors obtained with the tricubic

Figure 4. Experimentally observed velocity vectors (red arrows) in Monterey Bay,
CA (see Reference [11] for details) and sampled velocity vectors (black arrows)
resulting from the tricubic interpolation of the experimental data. Panel (a) shows
the whole bay and panel (b) enlarges a small portion of the domain close to the

coastline where a Dirichlet boundary condition has been properly enforced.
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interpolant. In Figure 4(b) a magnified region shows how the normal component of the velocity
vanishes near the coastline, as it should.

7. CONCLUSION

This paper provides a tricubic interpolation scheme in three dimensions that is C1 and is
isotropic. The core of the algorithm is a 64 × 64 matrix that gives the relationship between the
derivatives at the corners of an element and the coefficients of the tricubic interpolant for this
element. The resulting algorithm can be downloaded at http://gyre.cds.caltech.edu/
software/tricubic

Additional files (html, C headers and Fortran headers) containing the interpolation matrix
can also be downloaded at this location. Notice that the algorithm can be reproduced by a
sequence of one-dimensional cubic interpolations. However, the numerical complexity of the
triple cubic interpolator is higher than the tricubic interpolator. To achieve the same smoothness,
the functions f , �f/�y, �f/�z and �2

f/�y�z must be interpolated in the x direction. Next,
the functions f |x and (�f/�z)

∣∣
x

can be interpolated along the y-axis. This allows a one-
dimensional interpolation of f |x,y along the z-axis. If the value of f is to be evaluated at only
one point inside an element, the two schemes are equivalent. However, tricubic interpolation
allows the computation of unique coefficients for the whole element that can be stored and
used repetitively for subsequent interpolation in the same element. In addition, the tricubic
interpolator also allows the extraction of the exact derivatives of the interpolated function by
analytical differentiation of the tricubic polynomial, which is not the case for a sequence of
one-dimensional cubic interpolants.

Based on the previous remarks, the use of the tricubic interpolator described in this paper
becomes advantageous when

• C1-smoothness is required. In the case of the example presented in Figure 4 and many
other geophysical problems, C1 continuity is required to apply basic tools in dynamical
system theory. These tools are usually not applicable to fields that are only C0.

• Local interpolation (as opposed to global splines) is preferred. In cases such as the one
presented in this paper, local interpolation is usually preferred to global splines because
the data sets might be sparse, noisy and the boundary conditions might not be known
everywhere [12]. Local interpolation also avoids propagating experimental error from
poorly sampled regions to the element of interest.

• Either one of these two conditions is satisfied:

1. The derivatives of the interpolated field are also needed. In such a case, direct tricubic
interpolation (as opposed to three one-dimensional cubic interpolators) directly gives the
value of the interpolated function and the derivatives. The sequence of one-dimensional
engines would have to be run at least once for each derivative, or

2. The interpolation has to be made at several points inside at least one element. In such
a case, the full tricubic interpolator given in this paper provides 64 coefficients for
the whole element. These can be stored after the first use. In comparison, the scheme
composed of three one-dimensional interpolators will only give the interpolated function
at a point. The whole process has to be repeated if interpolation is required at another
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point in the same elements. The tricubic interpolator described in this paper provides
64 coefficients for the whole element. In such a case, the efficiency of the tricubic
interpolator will be much higher.

There are three possible ways to implement a tricubic interpolator that must be called several
times. First, one can simply compute the 64 coefficients for the element each time the interpo-
lated function is required at a triplet (x,y,z), inside this element. This procedure does not give an
advantage over the combination of one-dimensional cubic interpolators unless the derivatives
are also required. Second, one can compute the 64 coefficients for each element beforehand and
use the saved coefficients during the interpolation step. This procedure is only advantageous
when the interpolation is done at a large number of points, preferably in as many elements
as possible. Finally, a hybrid algorithm can combine the advantages of the two first methods.
For each triplet (x,y,z) where interpolation has to be done, we determine the corresponding
element. If the 64 coefficients have not been computed yet for this element, they are computed
and saved in memory. If the 64 coefficients have already been computed (for another point
in the same element), the saved coefficients are used. The hybrid method keeps the advantage
of not repeating the same computation several times, but does not require the computation of
the coefficients in elements where interpolation is not needed. This is particularly advantageous
for dynamical systems tools that concentrate only on certain regions. These tools will require
interpolation at many points, but located in only a few elements close to a dynamical feature.

The hybrid version of the tricubic interpolator has been included in MANGEN (see
Reference [3] for example), a software package implementing various ocean and coastal envi-
ronment analysis tools. A typical run of MANGEN requires more than 1000 points inside at
least one element (see Figure 4(b) for example). The use of the tricubic interpolator combined
with the storage of the coefficients (hybrid method) reduced the computation time by a factor
of 100 compared to the combination of one-dimensional interpolators. Notice that this high
efficiency would not be achieved if the interpolation was only required in only 1 or 2 points
inside each element.

The method presented in this paper is designed for regular Cartesian meshes in three di-
mensions. Such meshes are made exclusively of rectangular parallelepipeds but not necessarily
all of the same size. The results do not translate easily to other types of elements. In particu-
lar, future directions include development of a tricubic interpolant on an arbitrary hexahedron.
Notice that for systems where the third axis is time and not a spatial dimension, one can assume
that the mesh in space does not change and the elements are prisms whose bases are irregular
parallelograms in the (x,y) plane. Another direction for future work is the development of
higher order interpolants. We have shown that, for any n-dimensional space, a cubic interpolant
cannot guarantee C2 continuity. Increased smoothness can only be achieved by increasing the
order of the interpolating polynomials.
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